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Abstract

Design of filters used in grid-connected inverter applications involves multiple constraints. The filter requirements are driven by tight filtering tolerances of standards such as IEEE 519-1992—IEEE Recommended Practices and Requirements for Harmonic Control in Electrical Power Systems and IEEE 1547.2-2008—IEEE Application Guide for IEEE Std 1547, IEEE Standard for Interconnecting Distributed Resources with Electric Power Systems. Higher order LCL filters are essential to achieve these regulatory standard requirements at compact size and weight. This objective of this thesis report is to evaluate design procedures for such higher order LCL filters.

The initial configuration of the third order LCL filter is decided by the frequency response of the filter. The design equations are developed in per-unit basis so results can be generalized for different applications and power levels. The frequency response is decided by IEEE specifications for high frequency current ripple at the point of common coupling. The appropriate values of L and C are then designed and constructed. Power loss in individual filter components is modeled by analytical equations and an iterative process is used to arrive at the most efficient design. Different combinations of magnetic materials (ferrite, amorphous, powder) and winding types (round wire, foil) are designed and tested to determine the most efficient design. The harmonic spectrum, power loss and temperature rise in individual filter components is predicted analytically and verified by actual tests using a 3 phase 10 kW grid connected converter setup.

Experimental results of filtering characteristics show a good match with analysis in the frequency range of interconnected inverter applications. The design process is streamlined for the above specified core and winding types. The output harmonic current spectrum is sampled and it is established that the harmonics are within the IEEE recommended limits. The analytical equations predicting the power loss and temperature rise are verified by experimental results. Based on the findings, new LCL filter combinations are formulated by varying the net $L_{pu}$ to achieve the highest efficiency while still meeting the recommended IEEE specifications. Thus a design procedure which can enable an engineer to design the most efficient and compact filter that can also meet the recommended guidelines of harmonic filtering for grid-connected converter applications is established.
Preface

Background

High energy prices and environmental concerns are driving the search for alternative renewable energy sources. Simultaneously, rising cost and complexity in existing electricity distribution systems, and the inability of current systems to serve remote areas reliably has led to search for alternate distribution methods. One viable solution is use of renewable energy sources directly at point of load, which is termed as Distributed Generation (DG). Most renewable sources of energy, like wind, solar, fuel cell etc. are interfaced to the existing power supply by a power converter. This eliminates the transmission and distribution losses and improves reliability of the power supply. But use of power converters will also introduce undesirable harmonics that can affect nearby loads at the point of common coupling to the grid. Hence all such converters have a filter to eliminate these harmonics.

The present work is on design of such filters for high power (10’s to 100’s of kW) pulse width modulated voltage source converters for grid-connected converter applications. The conventional method to interface these converters to grid is through a simple first order low-pass filter, which is bulky, inefficient and cannot meet regulatory requirements such as IEEE 512-1992 and IEEE 1547-2008. The author’s contribution is design of efficient, compact higher order filters to attenuate the switching harmonics at the point of interconnection to the grid to meet the requirement of DG standards of interconnection.

Organization of the thesis

The filter design analysis is logically arranged into three self contained chapters featuring filter component parameter selection and inductor design process. The last chapter reports the experimental results that were used to validate the design assumptions. Filter design
is normally an iterative procedure. The last chapter demonstrates that tradition design rules can lead to a bulky and inefficient filter.

**Transfer Function Analysis** This chapter takes a system level approach to filter design. The factors which affect the initial selection of the LCL filter parameters include IEEE recommended limits on high frequency current ripple, closed loop operation requirements of a grid connected filter, EMI filtering, power system fault ride-through requirements etc. The filter parameters obtained at the end of the chapter satisfy all the hard constraints of a high power converter interfaced to the grid. The subsequent chapters deal with the actual construction and efficiency optimization of the filter.

**Filter Component Construction** This chapter is focused on the design and construction of the individual components of the LCL filter. The design techniques to accurately build an inductor of required inductance are discussed in detail. The familiar area product approach for inductor design is modified and incorporated into new methods which are more accurate and material specific. The principles of construction for three different magnetic materials - Ferrite, Amorphous and Powder is discussed. Capacitors and resistors suited for high power filter applications are also introduced.

**Power Loss and Heating Effects** In this chapter the filter parameters obtained from the previous chapter are examined from the point of view of efficiency and temperature rise. This efficiency and temperature optimization become highly significant as recent trends suggest that more switching power converters at higher power ratings are connected to the grid. This chapter derives the equations that describe the power loss in inductors at high frequency operation. Finally, principles of heat transfer are used to estimate the surface temperature of inductors. The entire design procedure can be validated from the expected temperature rise of the inductor.

**Results** This chapter reports the experimental results that are used to verify the filter design model. All aspects of the design process are tested, with special emphasis placed on harmonic response and efficiency of the constructed filter components. The designed and actual measurements are compared to verify the validity of the design assumptions. The notable contribution of this thesis is formulation of new LCL filter combinations by varying the net $L_{pu}$ to achieve the highest efficiency while still meeting the recommended IEEE specifications.
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Chapter 1

Transfer Function Analysis

1.1 Introduction

This chapter focuses on the design procedures to implement L, LC and LCL filters for grid connected inverter applications. The design calculations are based on per-unit values, so the results obtained are generalized for any application for power levels ranging from 10’s of kW upto 100’s of kW. The procedure for damping unwanted resonance in the third order filters is also discussed in some detail.

1.2 Starting assumptions

There are certain simplifying assumptions that are made to analyze the frequency characteristics of the grid connected low pass filter. The assumptions are made to keep the initial design simple. These constraints are subsequently relaxed later in the course of the discussion for a more accurate analysis.

- All filter elements are considered ideal, i.e no winding resistance, inter-turn/inter-winding capacitance in case of inductor, and no equivalent series resistance, parasitic inductance in case of capacitor.

- Grid is considered as an ideal voltage source, i.e zero impedance, and supplying constant voltage/current at fundamental (50Hz) frequency. This is a valid assumption since any impedance at the grid can be lumped with the output impedance of the filter. We can see later that this assumption is also justifiable based on per
unitized impedance calculations of grid interconnection.

- The filter design procedure is appropriate for grid connected PWM voltage-source inverters or matrix converters. Current source inverters are not considered.
- The design procedure assumes only grid connected mode of operation. Stand alone converter applications are only briefly discussed.

### 1.3 Per unit system

The per unit system is used to represent the voltage, current, kVA and other electrical parameters. All the design equations are expressed in per unit basis of the converter rating. The advantage of the per unit method is that we can generalize the design procedure for a wide range of power levels and for different applications. This also makes the design procedure compatible with the grid power system ratings where most impedances are usually expressed in per unit basis.

#### 1.3.1 Base parameters

The per unit system followed here is based on the volt ampere rating of the power converter. The line to neutral output voltage $V_{LN}$ is the base voltage and the 3 phase kVA rating $KVA_{3\phi}$ is the base volt ampere. The fundamental frequency of 50Hz is the base frequency.

\[
V_{LN} = V_{\text{base}} \quad (1.1)
\]

\[
3\phi \text{ Power rating} = KVA_{3\phi(\text{base})} \quad (1.2)
\]

\[
V_{pu} = 1 \quad (1.3)
\]

\[
KVA_{3\phi(\text{pu})} = 1 \quad (1.4)
\]

\[
I_{\text{actual}} = I_{pu} \times I_{\text{base}} \quad (1.5)
\]

\[
I_{\text{actual}} = \frac{KVA_{3\phi(\text{pu})} \times KVA_{3\phi(\text{base})}}{V_{pu} \times 3 \times V_{\text{base}}} \quad (1.6)
\]

\[
I_{pu} = \frac{KVA_{3\phi(\text{pu})}}{V_{pu}} \quad (1.7)
\]
### 1.3 Per unit system

\[
Z_{\text{base}} = \frac{V_{\text{base}}}{I_{\text{base}}}
\]  \hspace{2cm} (1.8)

\[
Z_{\text{pu}} = \frac{V_{\text{pu}}}{I_{\text{pu}}}
\]  \hspace{2cm} (1.9)

\[
L_{\text{base}} = \frac{Z_{\text{base}}}{2\pi f_{\text{base}}}
\]  \hspace{2cm} (1.10)

\[
L_{\text{pu}} = \frac{L_{\text{actual}}}{L_{\text{base}}} = Z_{\text{pu}}
\]  \hspace{2cm} (1.11)

\[
C_{\text{base}} = \frac{1}{Z_{\text{base}} \times 2\pi f_{\text{base}}}
\]  \hspace{2cm} (1.12)

\[
C_{\text{pu}} = \frac{C_{\text{actual}}}{C_{\text{base}}} = \frac{1}{Z_{\text{pu}}}
\]  \hspace{2cm} (1.13)

The per unit system can be easily extended to other parameters like dc bus voltage and switching frequency.

\[
V_{\text{dc(\text{pu})}} = \frac{V_{\text{dc}}}{V_{\text{base}}}
\]  \hspace{2cm} (1.14)

\[
f_{\text{sw(\text{pu})}} = \frac{f_{\text{sw}}}{f_{\text{base}}}
\]  \hspace{2cm} (1.15)

#### 1.3.2 DC voltage per unit

A single leg of a three-phase inverter can be represented as shown in Fig 1.1. The inverter voltage and current are represented as \(v_i\), \(i_i\) and the grid voltage and current are represented as \(v_g\) and \(i_g\).

![Figure 1.1: Equivalent circuit of one leg of voltage source inverter](image)

The DC bus voltage can be expressed in per unit of grid voltage depending on the configuration of the inverter and whether reactive power compensation is required. We can define the dc bus voltage \(V_{\text{dc}}\) in terms of pole voltage \(V_i\). The pole voltage in turn
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can be defined based on the base voltage $V_g = V_{\text{base}}$. The assumptions are that the grid voltage can have a maximum variation of $\pm 10\%$, and the pole voltage will be reduced by 5% because of dead band switching requirement. We are also taking into account the voltage drop due to a series filter, which usually will not exceed 10% of the inverter pole voltage.

![Topology 1](image1.png)

![Topology 2](image2.png)

*Figure 1.2: Different configurations of single phase inverters*

For the single phase topologies shown in Fig 1.2 (Topology 1)

$$\frac{V_{dc}}{2} = V_i = V_{\text{base}} \times \sqrt{2} \times 1.1 \times 1.05 \times 1.1$$

(1.16)

Similarly for Topology 2,

$$V_{dc} = V_i = V_{\text{base}} \times \sqrt{2} \times 1.1 \times 1.05 \times 1.1$$

(1.17)

For the three phase topology shown in fig 1.3, the pole voltage $V_i$ depends on the modulation method. In case of sine-triangle modulation, the peak pole voltage amplitude
(in case of linear modulation) is

\[ V_l = m_a \frac{V_{dc}}{2} \]  

(1.18)

where \( m_a \) is the modulation index. So the maximum DC bus voltage will be when \( m_a = 1 \).

\[ \frac{V_{dc}}{2} = V_l = V_{base} \times \sqrt{2} \times 1.1 \times 1.05 \times 1.1 \]  

(1.19)

In case of space vector modulation used in 3φ 3 wire power converter, the maximum magnitude of the voltage space vector in \( \alpha-\beta \) coordinates is,

\[ V_{ref} = V_{dc} \cos 30^\circ = V_{dc} \frac{\sqrt{3}}{2} \]  

(1.20)

In three phase basis, the pole voltage will be

\[ \frac{2}{3} V_{ref} = \frac{V_{dc}}{\sqrt{3}} = V_l = V_{base} \times \sqrt{2} \times 1.1 \times 1.05 \times 1.1 \]  

(1.21)

![Topology 3](image)

*Figure 1.3: Three phase inverter configuration*

### 1.3.3 Voltage and current ripple per unit

The per unit system is most useful to represent voltage and current ripple at switching frequency in terms of the base parameters. From Fig 1.4 if \( \delta i_{p-p} \) is the peak to peak
The pole voltage is a combination of sinusoidal voltage at fundamental frequency along with harmonic voltages at various higher frequencies, including switching frequency. The rms of the harmonic voltages varies with the modulation method. We are assuming that the modulation method used is sine-triangle modulation. This assumption can be justified as this modulation method gives the highest harmonic voltages compared to any other modulation method, and if the designed filter can pass filtering criterion with this modulation method, it will satisfy the filtering requirements for any other advanced modulation method. But this assumption will also give a bigger filter than required if the modulation method is more sophisticated.

The grid voltage is assumed vary from -20% to +10%.

\[ 0.8V_g \leq V_g \leq 1.1V_g \]  

(1.24)

where \( V_g = V_{base} = 1 \) pu. Assuming a 10% drop in the series filter inductor, the variation in pole voltage will be

\[ V_{i\text{(pu)}} = 1.1V_g \]  

(1.25)

Since the control algorithm has to supply constant rated current at the inverter terminals even with this variation in grid voltage, the corresponding range of modulation index \( m_a \)
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can be calculated.

\[ m_a = \frac{V_{i(pu)}\sqrt{2}}{V_{dc(pu)}} \]  \hspace{1cm} (1.26)

\( V_{i(pu)} \) and \( V_{dc(pu)} \) can be substituted from Eqns (1.25) and (1.19). The range of modulation index to supply rated current for grid voltage variation is given in Table 1.1.

As described earlier, the inverter pole voltage is a combination of fundamental voltage and harmonic voltages at various higher frequencies. By assuming that the most dominant harmonic voltage is at switching frequency, we can write the rms value of the inverter pole voltage as

\[ V_{i(rms)}^2 = V_{i(50)}^2 + V_{i(fsw)}^2 \]  \hspace{1cm} (1.27)

where \( V_{i(50)} \) is the rms value of the fundamental voltage at 50Hz and \( V_{i(fsw)} \) is the rms value of the switching frequency harmonic voltage. From Fig 1.5, it is clear that the total rms value of the inverter pole voltage is \( V_{i(rms)} = \frac{V_{dc}}{2} \). The rms value of the fundamental depends on the modulation index.

\[ V_{i(50)}^2 = \left( \frac{V_{dc}}{\sqrt{2}} \frac{m_a}{2} \right)^2 \]  \hspace{1cm} (1.28)

Hence we can find the switching frequency ripple voltage in terms of the rms pole voltage and modulation index.

\[ V_{i(fsw)}^2 = V_{i(rms)}^2 - V_{i(50)}^2 \]  \hspace{1cm} (1.29)

\[ V_{i(fsw)}^2 = \frac{V_{dc}^2}{4} - \frac{1}{2} \frac{V_{dc}^2}{4} m_a^2 \]  \hspace{1cm} (1.30)

\[ V_{i(fsw)} = \frac{V_{dc}}{2} \sqrt{1 - \frac{m_a^2}{2}} \]  \hspace{1cm} (1.31)

For the range of \( m_a \) from Table 1.1, the range of \( V_{i(fsw)} \) is

\[ 0.739 \frac{V_{dc}}{2} \leq 0.791 \frac{V_{dc}}{2} \leq 0.872 \frac{V_{dc}}{2} \]  \hspace{1cm} (1.32)
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Figure 1.5: Sine triangle pulse width modulation

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>Nominal</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{g(\text{pu})}$</td>
<td>0.8</td>
<td>1</td>
<td>1.1</td>
</tr>
<tr>
<td>$V_{i(\text{pu})}$</td>
<td>1.1</td>
<td>1.1</td>
<td>1.21</td>
</tr>
</tbody>
</table>

$m_a = \frac{V_{i(\text{pu})}\sqrt{2}}{V_{d(\text{pu})}}$

\[
\sqrt{1 - \frac{m_a^2}{2}}
\approx 0.793 0.791 0.872
\]

Table 1.1: Effect of amplitude modulation index on switching frequency ripple

1.4 L filter

Figure 1.6: L filter inserted between active front end and grid

The design of an L filter is based on the current ripple at switching frequency that is
present in the PWM output.

![Figure 1.7: Voltage across L in $T_{on}$ and $T_{off}$](image)

If we consider one single switching cycle of the inverter, from Fig 1.7(a), during $T_{on}$

$$L \frac{\delta i_{p-p}}{T_{on}} = \frac{V_{dc}}{2} - v_g$$

(1.33)

and during $T_{off}$, Fig 1.7(b)

$$L \frac{\delta i_{p-p}}{T_{off}} = -\frac{V_{dc}}{2} - v_g$$

(1.34)

where $v_g = V_m \sin \omega t$, and $T_{on} + T_{off} = T_{sw}$. Since the modulation method is sine triangle modulation, the duty ratio $D$ is

$$D = 0.5 + \frac{V_m \sin \omega t}{V_{dc}} = 0.5 + \frac{v_g}{V_{dc}}$$

(1.35)

So from equations 1.33, 1.34 and 1.35, we get

$$T_{on} = L \frac{\delta i_{p-p}}{V_{dc}(1 - D)}$$

(1.36)

$$T_{off} = L \frac{\delta i_{p-p}}{V_{dc}D}$$

(1.37)

Adding the above two equations we get

$$L_{\text{actual}} = \frac{V_{dc} \times D \times (1 - D)}{f_{sw} \times \delta i_{p-p}}$$

(1.38)

$$L_{\text{actual}} = \frac{V_{dc} \times D \times (1 - D)}{f_{sw} \times 2 \sqrt{3} \times \delta i_{\text{rms}}}$$

(1.39)
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\[ L_{pu} = \frac{L_{actual}}{L_{base}} = \frac{V_{dc} \times D \times (1 - D)}{f_{sw} \times 2\sqrt{3} \times \delta_{rms}} \times \frac{I_{base}}{V_{base}} \times 2\pi f_{base} \tag{1.40} \]

\[ L_{pu} = \frac{V_{dc(pu)} \times D \times (1 - D) \times \pi}{f_{sw(pu)} \times \sqrt{3} \times \delta_{rms(pu)}} \tag{1.41} \]

Here D is the duty cycle of the switch such that the average voltage at fundamental frequency is sinusoidal. The worst case current ripple occurs at 50% duty cycle, so the above equation can be simplified.

\[ L_{pu} = \frac{\pi}{\sqrt{3}} \times \frac{V_{dc(pu)}}{4 \times f_{sw(pu)} \times \delta_{i_{pu}}} \tag{1.42} \]

This is the maximum current ripple for any switching cycle which will happen at every zero crossing of fundamental voltage. But IEEE standards specify the current ripple limits for multiple cycles of fundamental current, not for one switching cycle.

If we assume that the inverter is source of sinusoidal voltages at different harmonic frequencies, we can find the current sourced by the switching frequency harmonic. At switching frequencies, the grid is a short circuit. Hence the switching frequency current will be

\[ \delta i_{rms} = \frac{v_{i(sw)}}{L} \tag{1.43} \]

This is the current ripple relevant for THD calculations.

1.5 LC filter

![Figure 1.8: (a) LC filter inserted between active front end and grid; (b) LC filter inserted between active front end and stand-alone load](image)

The design of LC filter is more complicated compared to L filter since the placement of the resonant frequency becomes an important factor which affects the closed loop
1.5 LC filter

response. The allowable current ripple is once again the criteria for designing L. The capacitor C is constrained by two factors.

- The resonant frequency of the filter elements
- The bandwidth of the closed loop system

1.5.1 Bandwidth consideration

The capacitance of the LC filter is decided by the resonant frequency. The design decision on selecting the resonant frequency depends on the bandwidth of the closed loop system. This dependency is established keeping in mind that active control methods (which are bandwidth dependent) can be used to implement loss-less resonant damping in higher order filters. Since the bandwidth of the closed loop system is decided by the filter elements and the control algorithm, it cannot be used straightaway in the design process. Here, we estimate the maximum possible system bandwidth and use it in our design procedure. The maximum possible bandwidth is certainly not achieved in practice, but this assumption is reasonable for a first pass iteration. Figure 1.9 shows the closed loop system.

The output voltage of a grid connected power converter cannot be controlled since it is decided by the grid conditions. The filter input current $i_i$ is usually sensed and given back as feedback to close the control loop. But the grid current $i_g$ is the control variable which is controlled by varying the inverter pole voltage. Hence, the transfer function which decides the closed loop performance of the filter is the transfer function between output current and input voltage of the filter for zero grid voltage.

Assuming the controller acts directly at the modulator without prior dynamics, there are two delays in the closed loop system which limit the bandwidth.

1. The Inverter response delay. When the voltage command to the inverter is changed, in the worst case, it takes $T_{sw}/2$ time for the voltage output of the inverter to change, where $T_{sw}$ is the switching time period.

2. Current sampling and computational delay. If the current sampling is sampled once per pwm cycle this delay would be $T_{sw}$. Here we are assuming that the current is sampled twice every cycle, on the rising half and falling half of the PWM switching signal, so the delay in sensing is $T_{sw}/2$.

So the total system excluding the filter is essentially modelled as a pure delay $e^{-std}$, where is $t_d = T_{sw}$. The resonant frequency is placed such that the closed loop system
including the LC filter gives a phase margin of at least 45°. The LC filter transfer function which affects the closed loop system bandwidth is:

\[ \frac{i_g(s)}{v_i(s)} \bigg|_{v_g=0} = \frac{1}{sL} \quad (1.44) \]

Since the LC filter transfer function has a constant phase of -90° for all frequencies, the bandwidth of the system (excluding the filter) is limited at the frequency where its phase is 45°. So the frequency at which the phase margin of the total system (LC filter + delay) is 45° can be calculated.

\[ \omega_{bw} = \frac{45^\circ \pi}{180^\circ t_d} \quad (1.45) \]

Now the resonant frequency can be placed with reference to the bandwidth. If the resonant frequency is within the bandwidth of the closed loop system, active damping methods can be used to attenuate the filter resonance peaks. If the resonant frequency is outside the bandwidth of the system, passive damping methods (i.e. resistors) must be used. Active damping means lower power loss at full load. Passive damping is essential in grid connected applications, in case the inverter is switched off while still being connected to the grid.

\[ C_{pu} = \frac{1}{f_{res}^2 \times L_{pu}} \quad (1.46) \]

The transfer function of grid current \( i_g \) to inverter voltage \( v_i \) is same for L and LC filters when parasitic grid impedances are neglected (Fig 1.8). Therefore, the size of inductor does not change from L to LC filter. But Eq (1.44) will change if LC filter is connected to a stand-alone load. Consider an LC filter connected between an inverter and external load of \( R=1 \) pu resistance. Then the transimpedence transfer function will be

\[ \frac{i_g}{v_i} = \frac{1}{s^2 LCR + sL + R} \quad (1.47) \]

Additionally, a grid connected LC filter can behave as an LCL filter because of the parasitic impedances of the grid. But this arrangement is not reliable since the parasitic impedance of the grid is not under the control of the converter designer.
1. Selection of $L_{pu}$ based on switching cycle ripple current consideration.

$$L_{pu} = \frac{V_{dc(\text{pu})} \times D \times (1 - D) \times \pi}{f_{sw(\text{pu})} \times \sqrt{3} \times \delta i_{\text{rms(\text{pu})}} \times \tau_{sw}}$$ (1.48)
2. Selection of $C_{pu}$ based on overall bandwidth and resonant frequency.

\[
C_{actual} = \frac{1}{\omega_{res}^2 \times L_{actual}} \quad (1.49)
\]

\[
C_{pu} = \frac{C_{actual}}{C_{base}} = \frac{1}{\omega_{res}^2 \times L_{actual}} \frac{Z_{base}}{Z_{base} \times \omega_{base}} \quad (1.50)
\]

\[
C_{pu} = \frac{1}{\omega_{res}^2 \times L_{pu} \times L_{base}} \frac{Z_{base}}{Z_{base} \times \omega_{base}} \quad (1.51)
\]

\[
C_{pu} = \frac{1}{f_{res(pu)}^2 \times L_{pu}} \quad (1.52)
\]

1.6 LCL filter

An LCL filter is preferred to an L filter in high power and/or low switching frequency applications. This is because for the same (or lower) net inductance (i.e $L_1 + L_2$) we can get better attenuation (60dB/decade) at switching frequency.

![LCL filter diagram](image)

*Figure 1.11: LCL filter inserted between active front end and grid*

The design procedure for LCL filter cannot be treated as a progression from an LC filter, since there are more possible resonances (in fact three) between the filter elements. The three possible resonant frequencies are:

\[
\omega_{L1C} = \frac{1}{\sqrt{L_1C}} \quad (1.53)
\]

\[
\omega_{L2C} = \frac{1}{\sqrt{L_2C}} \quad (1.54)
\]

\[
\omega_{LpC} = \frac{1}{\sqrt{L_pC}} \quad (1.55)
\]

The actual poles of the filter can be obtained from the characteristic equation of the system. The three poles of the system include a pair of complex conjugate poles due to $\omega_{LpC}$
and a pole at the origin.

\[ L_p = \frac{L_1 \times L_2}{L_1 + L_2} \] (1.56)

The procedure for design of LCL filter as given in the current literature is as follows [3]–[7].

- \( L_1 \) is designed based on the current ripple.
- \( L_2 \) is assumed to be a fraction of \( L_1 \), maybe greater than or lesser than \( L_1 \). This is decided by the current ripple in inductor \( L_2 \).
- \( C \) is designed on the basis of the reactive power supplied by the capacitor at fundamental frequency.

This procedure has a few limitations.

- It is not possible to design the LCL filter on a per unit basis, where the per unit is referenced from the VA of the system
- The resonant frequencies and their effect on system bandwidth is ignored in this method.
- Even though the aim of filter design is to attenuate the switching frequency harmonics, the basis of capacitor design is the reactive power of fundamental frequency.
- There is no simple way to compare L and LCL filters for the same application.

### 1.6.1 Design procedure

In the proposed method the inverter plus filter is treated as a “black box,” so the only input variables for the filter design are the KVA rating of the inverter and the switching frequency output current ripple \( i_g(j\omega_{sw}) \). Let \( L \) be the total inductance of the filter,

\[ L = L_1 + L_2 \] (1.57)

Let \( L_1 \) and \( L_2 \) be related as

\[ L_1 = a_L L_2 \] (1.58)
Next, the total system bandwidth (including filter) is estimated such that there is acceptable phase margin in the system. The LCL filter transfer function which affects the closed loop system bandwidth in grid connected mode of operation is

\[ \frac{i_g(s)}{v_i(s)} \bigg|_{v_g=0} = \frac{1}{s^3L_1L_2C + s(L_1 + L_2)} \]  

(1.59)

The LCL filter transfer function has a constant phase of -90\(^\circ\) below \(\omega_{res}\) and +90\(^\circ\) above \(\omega_{res}\) as can be seen from Eq (1.59). So the bandwidth of the closed loop system will be same as that of the LC filter below \(\omega_{res}\). The resonant frequency of interest is \(\omega_{LpC}\), since this is the resonant frequency of Eq (1.59).

\[ \omega_{res}^2 = \frac{1}{L_pC} \]  

(1.60)

where

\[ L_p = \frac{L_1 \times L_2}{L_1 + L_2} \]  

(1.61)

Substituting for \(L_p\) in terms of \(L = L_1 + L_2\)

\[ \frac{i_g(s)}{v_i(s)} = \frac{1}{sL(1 + s^2L_pC)} \]  

(1.62)

Converting all quantities to their per-unit equivalents, the resonant frequency is

\[ \omega_{res(pu)}^2 = \frac{1}{C_{pu} \times L_{pu} \frac{a_L}{(a_L + 1)^2}} \]  

(1.63)

The capacitance in an LCL filter depends on the resonant frequency \(\omega_{res}\) and the ratio in which we distribute the total inductance \(L_1 + L_2\). Assuming we have fixed \(\omega_{res}\), the ratio of \(L_1\) and \(L_2\) for minimum capacitance is given by

\[ \frac{\delta C_{pu}}{\delta a_L} = 0 \]  

(1.64)

which simplifies to \(a_L = 1\). So the smallest capacitance value of LCL filter is obtained when \(L_1 = L_2\). Since we know the dependence of output current of filter \(i_g\) on the inverter terminal voltage \(v_i\), we can again find the value of \(a_L\) which will give the minimum current
ripple at the point of common coupling at any frequency.

\[ i_g = \frac{v_i}{s^3 L_1 L_2 C + s(L_1 + L_2)} \]  

(1.65)

\[ i_g = \frac{v_i}{s^3 \frac{a_L}{(1 + a_L)^2} L^2 C + sL} \]  

(1.66)

\[ \frac{\delta i_g}{\delta a_L} = 0 \]  

(1.67)

\[ \frac{\delta i_g}{\delta a_L} = \frac{\delta}{\delta a_L} \left( \frac{v_i (1 + a_L)^2}{s^3 a_L L^2 C + sL (1 + a_L)^2} \right) = 0 \]  

(1.68)

\[ s^3 a_L L^2 C + sL (1 + a_L)^2 \mid 2v_i (1 + a_L) = \frac{v_i (1 + a_L)^2}{s^3 L^2 C + sL (1 + a_L)} \]  

(1.69)

\[ 2a_L = 1 + a_L \]  

(1.70)

\[ a_L = 1 \]  

(1.71)

Eq (1.60) becomes

\[ \omega_{res}^2 = \frac{4}{L_{pu} C_{pa}} \]  

(1.72)
To find $L_{pu}$ and $C_{pu}$, Eq (1.59) is evaluated (in per unit) at switching frequency $f_{sw}$.

\[
\frac{i_g(j\omega_{sw})}{v_i(j\omega_{sw})} = \frac{1}{-j\omega_{sw}^3 L_1 L_2 C + j\omega_{sw}(L_1 + L_2)}
\]  

(1.73)

$i_g(j\omega_{sw})$ is the switching ripple current at the point of common coupling to the grid at switching frequency. This is guided by the recommendations of IEEE 519-1992 or IEEE 1547.2-2008 standard[1]–[2]. For example, the IEEE 519 recommended maximum current distortion for a $I_{SC}/I_L < 20$ for current harmonics $\geq 35^{th}$ is 0.3%. $I_{SC}$ refers to short circuit current and $I_L$ is the nominal load current. This requirement of 0.3% refers to a “weak” grid. The percentage of ripple current can be higher for a “stiff” grid. Since most inverters can switch at higher frequencies exceeding 2 kHz using current IGBT technology, the standard refers to harmonics $\geq 35^{th}$. $v_i(j\omega_{sw})$ is the inverter pole voltage ripple at switching frequency, which is $V_{dc}/2$.

Eq (1.73) is solved by converting all parameters to per-unit and substituting Eq (1.72) in Eq (1.73).

\[
L_{pu} = \frac{1}{\omega_{sw}(pu)} \left[ \frac{i_g(pu)}{v_i(pu)} \right] \left[ 1 - \frac{\omega_{sw(pu)}^2}{\omega_{res(pu)}^2} \right]
\]  

(1.74)

Then $C_{pu}$ will be calculated from Eq (1.72). This is different from most current literature which focus on reactive current capability to decide value of $C$. The disadvantage of the previous approach was that real and/or reactive power supplied to load/grid must be known beforehand and must always have a fixed minimum. Our design allows for deciding the value of $C$ without knowing the reactive power requirement.

The biggest advantage of this method is that it simultaneously satisfies four constraints of filter design. The voltage drop across the inductor at fundamental frequency will be less than 0.1 pu. And the reactive current sourced by the capacitor at fundamental frequency will also be less than 0.1 pu. The switching frequency attenuation requirement and bandwidth requirements are already met as discussed above.

<table>
<thead>
<tr>
<th>$V_{base}$</th>
<th>$KVA_{base}$</th>
<th>$I_{base}$</th>
<th>$Z_{base}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>254.03</td>
<td>10</td>
<td>13.12</td>
<td>19.35</td>
</tr>
</tbody>
</table>

Table 1.2: Base values used for calculations
1.7 Resonance damping

As described earlier, the resonant frequency of the LCL filter which affects the closed loop response of the system is \( \omega_{LCL} \). The resonance effect can cause instability in the output, especially if some harmonic voltage/current is near the resonant frequency. The simplest type of damping is to put a resistance in series with the inductors. But this also increases the losses in the filter at fundamental frequency. Thus the important issue in implementing damping is to balance the trade-off between effective damping- which is measured by the Q-factor of the circuit and power dissipation due to damping elements.

In this section we focus only on one passive damping method. The damping circuit is shown in Fig 1.13.

![Passive damping scheme](image)

**Figure 1.13: Passive damping scheme**

### 1.7.1 Quality factor and power dissipation

The aim of damping is to reduce the Q-factor at the resonant frequency without affecting the frequency response at other frequencies. Simultaneously, the total power dissipation in the damping circuit is also an important parameter. Since the frequency response must
not change, the resonant frequency is kept same and the total filter component values are unchanged ie. \( L = L_1 + L_2 \) and \( C = C_1 + C_d \) is unchanged from an LCL filter without any damping. Let

\[
L_1 = a_L L_2
\]  \hspace{1cm} (1.75)

\[
C_d = a_C C_1
\]  \hspace{1cm} (1.76)

\[
R_d = a_R \sqrt{\frac{L}{C}}
\]  \hspace{1cm} (1.77)

The transfer function which affects closed loop response is

\[
\left. \frac{i_g(s)}{v_i(s)} \right|_{v_y = 0} = \frac{1 + sC_dR_d}{s^3 L_1 L_2 C_1 C_d R_d + s^3 L_1 L_2 (C_1 + C_d) + s^2 C_d R_d (L_1 + L_2) + s(L_1 + L_2)}
\]  \hspace{1cm} (1.78)

Substituting

\[
L_1 + L_2 = L
\]  \hspace{1cm} (1.79)

\[
\frac{L_1 L_2}{L_1 + L_2} = L_p
\]  \hspace{1cm} (1.80)

\[
C_1 + C_d = C
\]  \hspace{1cm} (1.81)

\[
\frac{C_1 C_d}{C_1 + C_d} = C_s
\]  \hspace{1cm} (1.82)

we can simplify Eq. (1.78) as

\[
\left. \frac{i_g(s)}{v_i(s)} \right|_{v_y = 0} = \frac{1}{s L \left[ 1 + s^2 L_p C \left( \frac{1 + sC_s R_d}{1 + sC_d R_d} \right) \right]}
\]  \hspace{1cm} (1.83)

The additional passive elements increases the order of the transfer function and it is difficult to analytically estimate the resonant frequency of the fourth order system of Eq (1.78). Infact the resonant frequency now becomes a function of \( R_d \) which is difficult to derive analytically. But since the variation of resonant frequency with damping elements is not significant, the resonant frequency is assumed independent of variations in damping circuit.

The other transfer function of significance is

\[
\left. \frac{v_c(s)}{v_i(s)} \right|_{v_y = 0} = \frac{s L_2 + s^2 L_2 C_d R_d}{s^3 L_1 L_2 C_1 C_d R_d + s^3 L_1 L_2 (C_1 + C_d) + s^2 C_d R_d (L_1 + L_2) + s(L_1 + L_2)}
\]  \hspace{1cm} (1.84)
1.7 Resonance damping

The Q-factor of Eq (1.84) can be reliably determined since the frequency response of this transfer function has a constant magnitude at low frequencies. Hence this equation is used to analyze the effect of variation of damping parameters $a_C$ and $a_R$ on Q-factor of the LCL filter circuit. Substituting $s = j\omega$ in Eq (1.84).

$$\frac{v_c(j\omega)}{v_i(j\omega)} = \frac{j\omega L_2 - \omega^2 L_2 C d R_d}{\omega^4 L_1 L_2 C_1 C d R_d - j \omega^3 L_1 L_2 (C_1 + C_d) - \omega^2 C_d R_d (L_1 + L_2) + j \omega (L_1 + L_2)}$$

Dividing numerator and denominator by $\omega (L_1 + L_2)$ and using the condition that $L_1 = L_2$

$$\frac{v_c(j\omega)}{v_i(j\omega)} = \frac{j0.5 - \omega 0.5 C d R_d}{\omega^3 L_p C_1 C d R_d - j \omega^2 L_p C - \omega C_d R_d + j1}$$

where

$$L_p = \frac{L_1 L_2}{L_1 + L_2}$$

Figure 1.14: Frequency response of $v_c/v_i$. Here $a_R = 0.3$, $a_C = a_L = 1$
and

\[ C = C_1 + C_d \]  

This can be further simplified by substituting \( \omega_r = \omega_{LP} = 1/\sqrt{L_pC} \)

\[
\frac{v_c(j\omega)}{v_i(j\omega)} = \frac{-0.5\omega C_d R_d + j0.5\omega}{\omega C_d R_d (\omega^2 L_p C_1 - 1) + j(1 - \frac{\omega^2}{\omega_r^2})}
\]  

(1.89)

By substituting

\[
L_p C_1 = L_p (C_1 + C_d) \frac{C_1}{C_1 + C_d}
\]  

(1.90)

we get

\[
\frac{v_c(j\omega)}{v_i(j\omega)} = \frac{0.5 + j0.5\omega C_d R_d}{\left(1 - \frac{\omega^2}{\omega_r^2}\right) + j\omega C_d R_d \left(1 - \frac{\omega^2}{\omega_r^2} \frac{C_1}{C_1 + C_d}\right)}
\]  

(1.91)

or in terms of \( a_C \)

\[
\frac{v_c(j\omega)}{v_i(j\omega)} = \frac{0.5 + j0.5\omega C_d R_d}{\left(1 - \frac{\omega^2}{\omega_r^2}\right) + j\omega C_d R_d \left(1 - \frac{\omega^2}{\omega_r^2} \frac{1}{1 + a_C}\right)}
\]  

(1.92)

The frequency response of Eq (1.84) is given in Fig 1.14. To find the Q-factor of this circuit, derive

\[
\lim_{\omega \to 0} \left| \frac{v_c}{v_i} \right| = 0.5
\]  

(1.93)

\[
\left| \frac{v_c}{v_i} \right|_{\omega = \omega_r} = \frac{0.5 + j0.5\omega C_d R_d}{j\omega_r C_d R_d \frac{a_C}{1 + a_C}}
\]  

(1.94)

Dividing Eq (1.94) by Eq (1.93) and substituting for \( C_d \) in terms of \( a_C \)

\[
Q(a_C) = \frac{1 + j\omega_r C R_d \frac{a_C}{1 + a_C}}{j\omega_r C R_d \frac{a_C^2}{(1 + a_C)^2}}
\]  

(1.95)
\( Q(a_C) \) is plotted in Fig. 1.15. From the figure we can see that there is no improvement in the Q of the frequency response if \( a_C \) is increased beyond 2. Therefore, we are setting \( a_C = 1 \) as the best choice, since it is practically easy to configure two capacitors of same value.

The Q-factor is also affected by the choice of \( R_d \). \( R_d \) is taken equal to the characteristic impedance of the LCL circuit.

\[
R_d = \sqrt{\frac{L}{C}} \tag{1.96}
\]

or

\[
a_R = 1 \tag{1.97}
\]

This gives the lowest Q for the damping circuit. Since this fact is difficult to prove analytically, we can prove that by plotting the frequency response of the LCL filter with damping for different kVA ratings. The system rating values for different kVA are given in Table 1.4.

The net power dissipation in the damping circuit is another important factor which will affect the damping parameters. The power dissipated in the damping circuit can be calculated for the fundamental and switching frequency. From the Fig 1.17, the power
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Figure 1.16: Frequency response $v_c/v_i$ for different $a_R$. 1kVA rating system.

<table>
<thead>
<tr>
<th>Unit</th>
<th>1kVA</th>
<th>10kVA</th>
<th>100kVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_b$</td>
<td>V</td>
<td>254.034</td>
<td>254.034</td>
</tr>
<tr>
<td>$I_b$</td>
<td>A</td>
<td>1.312</td>
<td>13.122</td>
</tr>
<tr>
<td>$Z_b$</td>
<td>$\Omega$</td>
<td>193.6</td>
<td>19.36</td>
</tr>
<tr>
<td>$L$</td>
<td>mH</td>
<td>64</td>
<td>6.458</td>
</tr>
<tr>
<td>$C$</td>
<td>$\mu F$</td>
<td>1.569</td>
<td>15.69</td>
</tr>
<tr>
<td>$L_1 = L_2$</td>
<td>mH</td>
<td>32</td>
<td>3.229</td>
</tr>
<tr>
<td>$C_1 = C_d$</td>
<td>$\mu F$</td>
<td>0.7846</td>
<td>7.846</td>
</tr>
<tr>
<td>$\sqrt{\frac{L}{C}}$</td>
<td>$\Omega$</td>
<td>202.86</td>
<td>20.286</td>
</tr>
</tbody>
</table>

Table 1.4: Filter circuit and damping circuit designed values for different KVA rating.

loss in the damping circuit for the fundamental frequency is given by

$$P_{d(50)} = \text{Real}[V_c I_d^*]$$  \hspace{1cm} (1.98)
1.7 Resonance damping

Figure 1.17: LCL circuit with $C_1, C_d, R_d$ damping at fundamental frequency

where

$$V_c = V_g = 1 \text{pu} \quad (1.99)$$

$$I_d = V_c \frac{sC_d}{1 + sC_dR_d} \quad (1.100)$$

$$I_d = V_c \frac{j\omega_{50}C_d(1 - j\omega_{50}C_dR_d)}{1 + \omega_{50}^2C_d^2R_d^2} \quad (1.101)$$

$$P_{d(50)} = \frac{V_c^2 \omega_{50}^2C_d^2R_d}{1 + \omega_{50}^2C_d^2R_d^2} \quad (1.102)$$

Figure 1.18: LCL circuit with $C_1, C_d, R_d$ damping at switching frequency

Similarly, damping circuit for switching frequency is given in Fig 1.18. From Eq. (1.92), we get

$$V_c = V_i \frac{0.5 + j0.5\omega_{sw}C_dR_d}{\left(1 - \frac{\omega_{sw}^2}{\omega_r^2}\right) + j\omega_{sw}C_dR_d \left(1 - \frac{\omega_{sw}^2}{\omega_r^2} \frac{1}{\omega_r^2 + a_C}\right)} \quad (1.103)$$

$$I_d = V_c \frac{\omega_{sw}C_d(\omega_{sw}C_dR_d + 1j)}{1 + \omega_{sw}^2C_d^2R_d^2} \quad (1.104)$$
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\[ P_{d(sw)} = \text{Real}[V_c I_d^*] \]  \hspace{1cm} (1.105)

Representing \( V_c \) and \( I_d \) as complex fractions,

\[ V_c = V_i \frac{a + jb}{c + jd} \]  \hspace{1cm} (1.106)

\[ I_d = V_i \frac{\omega_{sw} C_d}{1 + \omega_{sw}^2 C_d^2 R_d^2} (x + jy) \]  \hspace{1cm} (1.107)

\[ V_c I_d^* = V_i \frac{a + jb}{c + jd} V_i \left( \frac{a + jb}{c + jd} \right)^* \frac{\omega_{sw} C_d}{1 + \omega_{sw}^2 C_d^2 R_d^2} (x + jy)^* \]  \hspace{1cm} (1.108)

\[ P_{d(sw)} = \text{Real}[V_c I_d^*] = V_i^2 \frac{a^2 + b^2}{c^2 + d^2} \frac{\omega_{sw} C_d}{1 + \omega_{sw}^2 C_d^2 R_d^2} x \]  \hspace{1cm} (1.109)

From Fig 1.19, total power loss in damping branch is almost linearly proportional to

![Figure 1.19: Power dissipation in per unit for damping circuit at fundamental and switching frequency. Here \( a_R = 1 \).](image)

For highest efficiency, \( a_C \) should be as low as possible. Hence \( a_C = 1 \) is a good compromise between Q-factor and Power dissipation in the damping circuit.
1.7 Resonance damping

1.7.2 Design procedure

The LCL filter design procedure is already discussed in the previous section. The extra elements of damping circuit can be derived from the above discussion.

\[ a_C = 1 \]  
\[ C_1 = C_d = \frac{C}{2} \]

Similarly,

\[ a_R = 1 \]

which means

\[ R_d = \sqrt{\frac{L}{C}} \]

The comparison with and without damping is shown in Fig 1.20 and Fig 1.21.

---

**Figure 1.20:** Frequency response of \( \frac{i_g}{v_i} \). Here \( a_R=1, a_C=a_L=1 \), system rating 10kVA
Figure 1.21: Frequency response of $v_g/v_i$. Here $a_R=1$, $a_C=a_L=1$, system rating 10kVA

1.8 Summary

The system level design principles for grid connected low pass filters have been thoroughly examined. The per unit method gives the flexibility to adapt the design equations for any power level. The relative merits between L, LC and LCL filter combinations is discussed. The parameters of the LCL filter are derived from bandwidth constraints and IEEE recommendations. The problem of resonance damping is considered and a low loss passive damping structure is introduced.
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Table 1.5: Significance of transfer functions

\[
\frac{v_c(s)}{v_i(s)} \quad \text{Voltage harmonic attenuation in stand-alone mode} \\
\text{increasing } L_1 / L_2 \text{ is beneficial} \\
v_g(s) = v_c(s) \text{ under open circuit conditions}
\]

\[
\frac{i_g(s)}{v_i(s)} \bigg|_{v_g \text{ short}} \quad \text{Inverter THD in grid connected mode}
\]

\[
\frac{i_f(s)}{v_i(s)} \bigg|_{v_g \text{ short}} \quad \text{Inductor harmonic spectrum for inductor design}
\]

\[
\frac{i_g(s)}{i_i(s)} \quad \text{Current filtering in grid connected mode} \\
\text{decreasing } L_1 / L_2 \text{ is beneficial}
\]

\[
\frac{i_g(s)}{v_g(s)} \bigg|_{v_i \text{ open}} \quad \text{Grid admittance seen from filter when converter not switching} \\
\text{ideally 0 meaning reject all disturbances from grid}
\]

\[
\frac{i_g(s)}{v_g(s)} \bigg|_{v_i \text{ short}} \quad \text{Admittance seen from grid ignoring controller interaction}
\]
Chapter 2

Filter Component Construction

2.1 Introduction

This chapter is focused on the design and construction of the individual components of the LCL filter. The design techniques to accurately build an inductor of required inductance are discussed in detail. The familiar area product approach for inductor design is modified and incorporated into new methods which are more accurate and material specific. The principles of construction for three different magnetic materials - Ferrite, Amorphous and Powder is discussed. Finally, capacitors and resistors suited for high power filter applications are introduced.

2.2 Area product approach

The product of core cross-section area and window area in an inductor (area product) is a measure of the energy handling capability of the inductor. The area product equation is a good starting point for design since it relates the electrical design inputs with material and geometric constraints.

The minimum cross section area of the inductor winding \( a_w \) m\(^2\) is limited by the rms current flowing in the winding \( I_{rms} \) A which depends on the temperature rating of the insulation. The temperature limit is expressed in terms of the current carrying capacity of the conductor \( J_m \) A/m\(^2\).

\[
a_w = \frac{I_{rms}}{J_m} \tag{2.1}
\]
Similarly the minimum cross section area of the inductor core \( (A_e \text{ m}^2) \) is limited by the peak flux density of the core material expressed as \( B_m \text{ T} \). If \( N \) turns each carrying a peak current of \( I_p \text{ A} \) create a peak flux of \( \phi_m \text{ Wb} \), then

\[
LI_p = N\phi_m
\]  

(2.2)

where

\[
\phi_m = B_mA_e
\]  

(2.3)

Therefore we get

\[
LI_p = NB_mA_e
\]  

(2.4)

A third constraint which affects the design is the amount of space available in the window area \( (A_W \text{ m}^2) \) for the winding. In order to accommodate the winding in the available window space,

\[
Na_w < A_W
\]  

(2.5)

Converting this inequality to a equation

\[
A_W = \frac{Na_w}{k_u}
\]  

(2.6)

where \( k_u \) is the window utilization factor. \( k_u \) varies between 0 and 1 depending on several factors like type of conductors, number of bobbins, insulation class, winding skill etc. From Eq (2.6) and (2.4),

\[
LI_pI_{rms} = k_uJB_mA_eA_W
\]  

(2.7)

The area product is defined as

\[
A_p = A_eA_W = \frac{LI_pI_{rms}}{k_uB_mJ_m}
\]  

(2.8)

Or

\[
A_p = \frac{\text{Energy Stored}}{\text{Material Constraints}}
\]  

(2.9)
For inductors carrying AC, the stored energy is expressed as [3]

\[
\text{Energy Stored} = \frac{V_{\text{rms}} I_{\text{rms}}}{f k_f} \quad (2.10)
\]

where \( f \) is the frequency of the current waveform and \( k_f \) is the form factor (\( k_f = 4.44 \) for sinusoidal waves).

### 2.2.1 Design steps

The traditional design steps for inductor design is given below [2]. Transfer function analysis along with ripple current limits and actual power rating of the converter is used to arrive at \( L \), \( I_p \) and \( I_{\text{rms}} \) (as already explained in Chapter 1). The flux density limit of the magnetic material \( B_m \) can be taken from vendor datasheet. The current density limit \( J_m \) is based on reasonable range of current density to prevent overheating. Window utilization factor \( k_u \) depends on type of winding, number of bobbins used, type of insulation and the winding skill of the manufacturer. At the end of the design process, the temperature rise calculation is used to evaluate the effectiveness of the above assumptions. If the final operating temperature is significantly different from initial approximation, these assumptions need to be modified.

1. Compute

\[
A_e A_w = \frac{L I_p I_{\text{rms}}}{k_u B_m J_m} \quad (2.11)
\]

2. Select a core from core tables with area product equal to or greater than \( A_e A_w \).

3. For the selected core, find \( A_e \) and \( A_w \).

4. Compute

\[
N = \frac{L I_p}{B_m A_e} \quad (2.12)
\]

Select nearest whole number of \( N^* \).

5. Compute

\[
a_w = \frac{I_{\text{rms}}}{J} \quad (2.13)
\]

Select nearest (greater) number of wire gauge and \( a_w^* \) from wire table.
6. Compute the required air gap in the core

\[ l_g = \frac{\mu_0 N^* I_p}{B_m} \]  

(2.14)

7. Check the assumptions:

- Core reluctance \( \ll \) Air gap reluctance; This condition ensures that the final inductance does not vary with the tolerance of magnetic properties of the manufactured core.

\[ \mathcal{R}_c \ll \mathcal{R}_g ; \frac{l}{\mu_r} \ll l_g \]  

(2.15)

- No fringing:

\[ l_g \ll \sqrt{A_e} \]  

(2.16)

8. Recalculate

\[ J^*_m = \frac{I_{rms}}{a_w^*} \]  

(2.17)

9. Recalculate

\[ k_w^* = \frac{N^* a_w^*}{A_w} \]  

(2.18)

10. Compute from the geometry of the core, mean length per turn and the length of the winding. From wire tables, find the resistance of winding at the operating temperature.

### 2.2.2 Limitations

1. The design procedure is simple and completes in a single iteration. But for a given core type, there is only one value of air gap and number of turns. Actually there are several combinations of these parameters which will give the same inductance but very distinct efficiency and performance characteristics.

2. This method does not take into account the fringing of the magnetic field at the air gap. The fringing effect reduces the reluctance at the air gap, which means a higher
flux density in the core. Eq. (2.16) is an approximation and does not ensure that the absence of fringing even if the condition is met.

3. The lack of a good reluctance model means that the core can saturate even if the area product condition is met.

It is clear that even though the area product approach is conceptually correct, certain modifications are necessary to ensure accurate modeling of the inductance. Additionally a reasonably accurate fringing model is required to prevent saturation of the core.

### 2.3 Graphical iterative approach

In the design process of an inductor, there are two parameters that must be accurately preserved- $L$ and $B_m$ and two parameters that can be adjusted-$N$ and $l_g$. So $L$ and $B_m$ are basically functions of 2 variables.

\[
L = f(N, l_g) \tag{2.19}
\]

\[
B_m = g(N, l_g) \tag{2.20}
\]

We can define the functions $f(N, l_g)$ and $g(N, l_g)$ as

\[
L = \frac{N^2}{\mathcal{R}_t} \tag{2.21}
\]

\[
B_m = \frac{NI_p}{A_c \mathcal{R}_t} \tag{2.22}
\]

where $\mathcal{R}_t$ is the total reluctance of the flux path. Both $L$ and $B_m$ are restricted within certain limits and the possible set of $(N, l_g)$ which give this inductance and flux density is plotted on a graph of $l_g$ vs $N$. These points are then fit using a second or third order polynomial to generate two curves, one for $L$ and second for $B_m$. The intersection of both curves will give the possible $(l_g, N)$ for which the core will not saturate as well as the required inductance is achieved. Additionally there will be also be several solutions in the neighbourhood which satisfy the inductance and peak flux density requirements.
2.3.1 Advantages

1. The number of possible solutions is larger which means there is greater flexibility in the actual construction of the inductor.

2. Since the effect of fringing at the air gap is included in terms of $\Re_t$, the built inductor will have the inductance very close to the initial calculation.

2.3.2 Disadvantages

1. The material properties, especially the permeability must be linear in the operating range.

2. The permeability should be independent of magnetic excitation.

Figure 2.1: Intersection of $B_m$ and $L$ curves

2.4 Fringing flux

When an air gap is introduced in the magnetic flux path, the flux spreads over an area greater than the cross section of the magnetic path. The fringing of the magnetic flux at
the air gap has two effects

- It increases the cross section area of the air gap
- It increases the length of the magnetic path at the air gap

This fringing at the air gap will reduce the theoretical reluctance at the air gap, and introduce significant errors in the estimated value of the inductance. Hence there is a need for a simple yet accurate air gap reluctance model to account for the fringing effect. The fringing flux effect depends on the shape and geometry of the core at the gap, as well as shape and location of winding and other objects such as clamps, brackets etc.

Fringing effect becomes more noticeable as the air gap increases and simultaneously air gap reluctance becomes more difficult to estimate. The challenge is estimating this new reluctance analytically to get a closed-form solution using the dimensions of the core as the input.

### 2.4.1 Simple fringing model

![Fringing flux diagram](image)

Figure 2.2: Fringing effect approximation from [2]

This model is a modification of the fringing estimate given by [2]. This model was chosen because of its simplicity and acceptable accuracy. The fringing at the air gap is modeled as increase in area of the air gap cross section, and this increase is in terms of $l_g$. The air gap reluctance $\mathcal{R}_g$ for an air gap of $l_g$ and core cross section area of $A_e = f \times d$ is given by

$$\mathcal{R}_g = \frac{l_g}{\mu_0 [A_e + (f + d)l_g + l_g^2]}$$

(2.23)
Eq (2.23) was giving an error of 25% between the theoretical calculated inductance and the actual measured value. The original equation was altered to reflect the actual inductance that was measured. So Eq (2.23) was modified to include fringing flux at the corners.

\[ R_g = \frac{l_g}{\mu_0[A_x + 2(f + d)l_g + \pi l_g^2]} \]  

(2.24)

In the case of EE type of core from Fig 2.3, there are three possible reluctances: reluctance of the core \( R_c \), reluctance of the center leg of E core \( R_{cg} \) and reluctance of side leg of E core \( R_{sg} \). The total reluctance of the magnetic path will be

\[ R_t = R_{cg} + \frac{R_{sg}}{2} + \frac{R_c}{2} \]  

(2.25)

### 2.4.2 Bossche and Valchev model

The authors propose basic analytical approximations for fringing coefficients for several basic cases of air gap configurations [6]-[7]. The total permeance of the air gap is a summation of the air gap permeance and product of these fringing coefficients multiplied by corresponding core dimensions.

\[ \Lambda_g = \mu_0 \frac{a_x}{l_g} + \mu_0 C_g F \]  

(2.26)

\( \Lambda_g \) is the permeance of the air gap; \( a_x \) is the cross section area of the core, \( C_g \) is the core dimension (in m) corresponding to fringing coefficient \( F \).
2.4 Fringing flux

Figure 2.4: Reference EE core for indicating dimensions

Figure 2.5: Fringing coefficients $F_1$, $F_2$, and $F_3$ at gaped inductor

The coefficients for the basic cases possible in an EE type core are:

\[ F_1(p,q,r) = \frac{2}{\pi} \ln \left( \frac{\frac{1}{q} + \frac{1}{p}}{\frac{1}{q} + \frac{1}{r}} \right) + \frac{(r-p)^2(r-0.26p-0.5q)}{3qr^2} + \frac{q}{3r} \]  
\[ (2.27) \]

\[ F_2(p,q,r) = \frac{2}{\pi} \ln \left( \frac{0.44(r^2+q^2) - 0.218pr + 0.67pq + 0.33qr + 0.7825p^2}{p^2} \right)^{\frac{1}{2}} \]  
\[ (2.28) \]

\[ F_3(p,s) = \frac{1}{\pi} \cosh^{-1} \left( 3.4 \left( \frac{s}{p} \right)^2 + 1.3 \right) \]  
\[ (2.29) \]

With reference to Fig 2.4, the variables $p$, $q$, $r$ and $s$ will be

\[ p = \frac{l_g}{2} \]  
\[ (2.30) \]
\[ q = d_{cu} \times N_h \]  \hspace{1cm} (2.31)

\[ r = d_{cu} \times \frac{N_v}{2} \]  \hspace{1cm} (2.32)

\[ s = a + \frac{l_g}{2} \]  \hspace{1cm} (2.33)

where \( d_{cu} \) is the diameter of bare copper conductors, \( N_v \) is number of conductor layers in vertical axis, and \( N_h \) is number of layers in horizontal axis.

The permeances of each leg of EE core are calculated separately using the fringing coefficients.

\[ \Lambda_{cg} = \mu_0 \frac{2a_e}{l_g} + \mu_0 \left[ 2(2f)F_2 + 2dF_1 \right] \]  \hspace{1cm} (2.34)

\[ \Lambda_{sg} = \mu_0 \frac{a_e}{l_g} + \mu_0 \left[ 3F_3f + F_1d \right] \]  \hspace{1cm} (2.35)

\[ \Lambda_c = \frac{\mu_i \mu_0 a_e}{l_g} \]  \hspace{1cm} (2.36)

where \( \Lambda_{cg} \) is the permeance of air gap of center leg, \( \Lambda_{sg} \) is permeance air gap of side leg, \( \Lambda_c \) is permeance of core. The corresponding reluctances are

\[ \mathcal{R}_{cg} = \frac{1}{\Lambda_{cg}} \; ; \; \mathcal{R}_{sg} = \frac{1}{\Lambda_{sg}} \; ; \; \mathcal{R}_c = \frac{1}{\Lambda_c} \]  \hspace{1cm} (2.37)

The net reluctance of the flux path is

\[ \mathcal{R}_t = \mathcal{R}_{cg} + \frac{\mathcal{R}_{sg}}{2} + \frac{\mathcal{R}_c}{2} \]  \hspace{1cm} (2.38)

### 2.4.3 Comparison

The core measurements are given in Table 2.1. The analytical calculations from both the fringing models are compared with the actual measured values of the inductor in Table 2.2. Based on the comparison, the simple fringing model has been used in the subsequent design calculations.
### 2.5 Inductor design

Magnetic cores used in power electronic applications like transformers and inductors usually fall in four broad categories[9]. The first is bulk metal, like electrical steels which are processed from furnace into ingots and then hot and cold rolled. Second is powdered core materials where are manufactured from various types of iron powders mixed with special binding agents and then die-pressed into toroids, EE cores and slugs. The third is ferrite materials which are ceramics of iron oxide, alloyed with oxides or carbonate of Mn, Zn, Ni, Mg, or Co. The most recent category is of metallic glasses where the bulk metal is rapidly quenched from molten state to obtain a ‘glassy’ state without a regular arrangement of metallic atoms in the material.

One of the design objectives is to derive most general procedures for inductor construction. Theoretically, it should be possible to accurately design the inductor using just the property of permeability of the core material. But practically, the design procedure for Ferrite, Amorphous and Powdered material is different, mainly because vendors follow different conventions and specify the material properties in many ways. Amorphous and powder cores also have nonlinear permeability, ie the permeability varies with the applied field, temperature, air gap etc. Hence the design procedure for different materials is heavily affected by the available data from vendors, and it is not possible to define a single generalized accurate design process for all materials.

---

<table>
<thead>
<tr>
<th>$a_e$</th>
<th>840 µm$^2$</th>
<th>$w$</th>
<th>34.6 mm</th>
<th>Turns</th>
<th>120</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_e$</td>
<td>354 mm</td>
<td>$l_g$</td>
<td>12 mm</td>
<td>$N_h$</td>
<td>4</td>
</tr>
<tr>
<td>$f$</td>
<td>28 mm</td>
<td>$a$</td>
<td>76 mm</td>
<td>$N_v$</td>
<td>36</td>
</tr>
<tr>
<td>$d$</td>
<td>30 mm</td>
<td>$b$</td>
<td>48 mm</td>
<td>$d_{cu}$</td>
<td>2.743 mm</td>
</tr>
</tbody>
</table>

*Table 2.1: EPCOS Ferrite core UU 93/152/30 measurements used for fringing calculations*

<table>
<thead>
<tr>
<th>Unit</th>
<th>Measured</th>
<th>Simple model</th>
<th>B &amp; V model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$ mH</td>
<td>3.439</td>
<td>3.064</td>
<td>4.145</td>
</tr>
<tr>
<td>$\Re_{cg}$ MH$^{-1}$</td>
<td>2.845</td>
<td>2.184</td>
<td></td>
</tr>
<tr>
<td>$\Re_{sg}$ MH$^{-1}$</td>
<td>3.557</td>
<td>2.574</td>
<td></td>
</tr>
<tr>
<td>Error %</td>
<td>-10.9</td>
<td>20.5</td>
<td></td>
</tr>
</tbody>
</table>

*Table 2.2: Comparison of accuracy of two fringing models*
2.5.1 Ferrites

Ferrites have the most stable (with temperature, flux density and air gap) permeability of all the magnetic materials. Hence linear magnetic circuit equations (with some modifications for fringing effects at large air gaps) are sufficient to accurately determine the inductance of ferrite cores. Ferrite materials also have very low core losses and are well suited for high frequency operation up to hundreds of kHz range. The downside is that since ferrite materials have low flux density (typically 0.3T-0.4T), the inductor size will increase for high current applications.

1. The area product equation is the starting point. Choose a core having $A_p$ greater than calculated.

2. Use the Graphical Iterative method to decide the number of turns and air gap, incorporating the fringing models discussed in section 3.4 in the reluctance equations.

3. Even though ferrite materials have very stable permeability, to compensate for effects of varying permeability, the air gap should be selected such that the reluctance of the total air gap is at least ten times the reluctance of the core.

2.5.2 Amorphous material

Amorphous materials have a high flux density limit of up to 1.5T. The laminated structure of the amorphous cores also reduces eddy current losses. However, the layered structure of the C-cores vibrate at the switching frequency, which means in practical operation Amorphous cores are very noisy especially if the switching frequency is within the human range of hearing (up to 20 kHz). The noise is also directly proportional to the current ripple at switching frequency. The noise can be minimized with reinforcement and by placing the cores in a damped enclosure.

Amorphous cores also have non-linear permeability properties. Hence to accurately design an inductor with amorphous cores, the published $A_L$ vs. $H$ curves have to be used.

1. Choose an amorphous core with area product greater than required for the specific application.

2. Select an air gap from the $A_L$ curves published by the vendor (Fig 2.6). For this $A_L$,
calculate the number of turns of copper winding

\[ N = \sqrt{\frac{L}{A_L}} \]  

(2.39)

where \( N \) is the number of turns of copper winding and \( L \) is the required inductance. The unit of \( A_L \) here is \( \mu \text{H} / (\text{turns})^2 \)

3. Ensure that the core is not saturated for this range of induction.

\[ B_m = \frac{A_L N I_{pk}}{A_e} \]  

(2.40)

where \( B_m \) is the peak flux density in the core for the peak current of \( I_{pk} \), \( A_e \) is the cross section area of the core. If core is saturated, increase the air gap and select new \( A_L \). If it is not possible to choose higher air gap, go to next larger core size.

![AMCC-200 Magnetization Curves](image)

*Figure 2.6: \( A_L \) vs \( H \) for AMCC 200 core. Source: Metglas Inc [12]*

2.5.3 Powder material

Powder materials feature a distributed air gap and hence there is no need to include an explicit air gap. But this distributed air gap also means that these materials have the lowest permeability of all the core materials discussed. The absolute permeability ranges from
26µH/m to 300µH/m [14]. Hence a design decision should also specify the permeability of the core. Powder materials are also sensitive to temperature variations because of the binder materials used in the core, though some recent products are more resistant in this regard.

1. Choose powder core size with area product greater than required for the specific application.

2. Calculate the maximum number of turns that can be accommodated within the selected core window.

\[ N_{\text{max}} = \frac{W_a k_u}{a_{cu}} \]  

(2.41)

where \( N_{\text{max}} \) is the maximum number of turns that can be accommodated in the core window of area \( W_a \), \( a_{cu} \) is the bare copper conductor cross section area, \( k_u \) is the utilization factor which depends on the type of winding (round wire, foil), method of winding (square lay, hexagonal lay), number of bobbins (single, two) and finally the winding skill.

3. Calculate the minimum permeability required for the specific application

\[ \mu_{\text{min}} = \frac{L l_e}{A_e N_{\text{max}}^2} \]  

(2.42)

where \( L \) is the required inductance and \( l_e \) is the magnetic path length. Select a permeability higher than \( \mu_{\text{min}} \) from the vendor datasheets [14]-[15].

4. \( A_L \) is usually specified by the vendor for specific core shapes and sizes. Use this information to calculate the actual required number of turns.

\[ N = \sqrt{\frac{L}{A_L}} \]  

(2.43)

### 2.6 Capacitor selection

Metallised Polypropylene capacitors are AC capacitors that are especially designed for high frequency current operation. These capacitors are constructed from polypropylene films on which an extremely thin metal layer is vacuum deposited. The metal layer typically consists of aluminum or zinc of thickness in range of 0.02µm to 0.05µm. Several such layers are wound together in a tubular fashion to get higher capacitance.
2.7 Power resistors

Metallised film capacitors are characterized by small size, wide operating frequency range, low losses, low to medium pulse handling capabilities, low parasitic impedances and self-healing. In regular film-foil capacitors, if the electrode foils of opposite potential are exposed to each other because of wearing away of the dielectric, the foils will short and the capacitor will be destroyed. But in case of metallised polypropylene capacitors, because of the extremely thin metal layer, the contact points at the fault area are vaporised by the high energy density, and the insulation between foils is maintained. Due to the above reasons, these capacitors are perfectly suited for grid connected filter operation.

For the LCL filter, the capacitors are connected in star and the voltage across each capacitor will be the phase voltage. The star combination also ensures that the LCL filter provides both common mode and differential mode attenuation.

<table>
<thead>
<tr>
<th>Type</th>
<th>AP4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage rating (V)</td>
<td>415/440</td>
</tr>
<tr>
<td>Tolerance (%)</td>
<td>±5, ±10</td>
</tr>
<tr>
<td>(\tan \delta)</td>
<td>0.001 at 1kHz</td>
</tr>
<tr>
<td>Temperature range (°C)</td>
<td>-40 to +85</td>
</tr>
</tbody>
</table>

*Table 2.3: AC Capacitors specifications [19]*

2.7 Power resistors

The resistors used in high power applications like grid connected inverters are termed as power resistors. There are three types of power resistors, depending on the required ohmic rating and current rating [20]-[21]. Wirewound resistors are designed for high ohmic value and low current rating. Edgewound resistors which use metallic ribbon are designed for medium ohmic value and high current rating. Grid and Ribbon resistors are designed for low ohmic value and high current rating.

| Voltage insulation (V) | 600     |
| Tolerance (%)          | +10     |
| Temperature rating above ambient (°C) | 375     |

*Table 2.4: Power resistors specifications [20]-[21]*
2.8 Design examples

The design procedure for Ferrite cores is already discussed in some detail in sections 3.3 and 3.4. This section will focus on the design examples using Amorphous and Powder cores.

2.8.1 Amorphous core example

<table>
<thead>
<tr>
<th>Electrical</th>
<th>Material</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$ (mH)</td>
<td>$J_m$ (M A/m²)</td>
</tr>
<tr>
<td>2.761</td>
<td>3</td>
</tr>
<tr>
<td>$I_{rms}$ (A)</td>
<td>$B_m$ (T)</td>
</tr>
<tr>
<td>15.48</td>
<td>1</td>
</tr>
<tr>
<td>$I_p$ (A)</td>
<td>$k_u$</td>
</tr>
<tr>
<td>26.19</td>
<td>0.6</td>
</tr>
<tr>
<td>$V_{rms}$ (V)</td>
<td>$k_f$</td>
</tr>
<tr>
<td>13.40</td>
<td>4.44</td>
</tr>
<tr>
<td>VA rating</td>
<td>$f_b$ (Hz)</td>
</tr>
<tr>
<td>207.25</td>
<td>50</td>
</tr>
</tbody>
</table>

*Table 2.5: Electrical and material constraints for amorphous inductor design example*

The electrical and material constraints are detailed in Table 2.5.

1. The minimum area product is calculated.

$$A_p = \frac{V_L I_L}{k_f k_u f_b B_m J_m}$$  \hspace{1cm} (2.44)

2. We choose amorphous core AMCC 200 from Metglas Inc. The area product of the selected core is $5.187 \times 10^{-6}$ m⁴.

3. The air gap for the selected C core is selected such that variations in material magnetic properties do not affect the final inductance. The air gap reluctance is taken to be 10 times the core reluctance. This gives the minimum air gap.

$$l_{g(min)} = 10 \frac{l_e}{\mu_i}$$  \hspace{1cm} (2.45)

where $l_{g(min)}$ is the minimum selected total air gap, $l_e$ is the magnetic path length (from datasheet) and $\mu_i$ is the initial permeability. The initial permeability of amorphous material 2605SC is specified as 1500 [3].

4. For this air gap, use the $A_L$ curves to find number of turns and core flux density. If the core flux density exceeds $B_m$ increase the air gap and recalculate $N$ and $B_m$. 
5. The final settings are

\[ l_g = 4 \text{ mm} \]  \hspace{1cm} (2.46)

\[ A_L = 0.467 \mu \text{H/} (\text{turns})^2 \]  \hspace{1cm} (2.47)

\[ N = \sqrt{\frac{2.761 \times 10^{-3}}{0.467 \times 10^{-6}}} = 77 \]  \hspace{1cm} (2.48)

\[ B_m = \frac{0.467 \times 10^{-6} \times 77 \times 26.19}{9.5 \times 10^{-4}} = 0.99 \text{T} \]  \hspace{1cm} (2.49)

### 2.8.2 Powder core example

<table>
<thead>
<tr>
<th>Electrical</th>
<th>Material</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L ) (mH)</td>
<td>0.276</td>
</tr>
<tr>
<td>( J_m ) (M A/m(^2))</td>
<td>3</td>
</tr>
<tr>
<td>( I_{\text{rms}} ) (A)</td>
<td>15.48</td>
</tr>
<tr>
<td>( B_m ) (T)</td>
<td>1.4</td>
</tr>
<tr>
<td>( I_p ) (A)</td>
<td>65.17</td>
</tr>
<tr>
<td>( k_u )</td>
<td>0.674</td>
</tr>
<tr>
<td>( V_{\text{rms}} ) (V)</td>
<td>1.34</td>
</tr>
<tr>
<td>( k_f )</td>
<td>4.44</td>
</tr>
<tr>
<td>VA rating</td>
<td>20.73</td>
</tr>
<tr>
<td>( f_b ) (Hz)</td>
<td>50</td>
</tr>
</tbody>
</table>

*Table 2.6: Electrical and material constraints for powder inductor design example*

The electrical and material constraints are detailed in Table 2.6.

1. The minimum area product is calculated.

\[ A_p = \frac{V_I I_L}{k_f k_u f_b B_m J_m} \]  \hspace{1cm} (2.50)

2. We choose BK 6320 (assembled unit 2) from Changsung corp. The area product of the selected core is \( 1.44 \times 10^{-6} \text{m}^4 \).

3. The maximum number of turns for this core size will be

\[ N_{\text{max}} = \frac{12 \times 10^{-4} \times 0.674}{5.48 \times 10^{-6}} = 138 \]  \hspace{1cm} (2.51)

4. The absolute minimum permeability required for this inductor is

\[ \mu_{\text{min}} = \frac{0.276 \times 10^{-3} \times 22.28 \times 10^{-2}}{12 \times 10^{-4} \times 138^2} = 2.86 \times 10^{-6} \text{H/m} \]  \hspace{1cm} (2.52)
5. We choose MegaFlux powder core material of absolute permeability $40 \mu$. $A_L$ for this core for the selected permeability is $270 \text{nH/(turns)}^2$.

$$N = \sqrt{\frac{0.276 \times 10^{-3}}{270 \times 10^{-9}}} = 32$$  \hspace{1cm} (2.53)

6. The flux density in the core will be

$$B_m = \frac{270 \times 10^{-9} \times 32 \times 65.17}{12 \times 10^{-4}} = 0.469 \text{T}$$  \hspace{1cm} (2.54)

<table>
<thead>
<tr>
<th>Material</th>
<th>Cost p.u (Rs)</th>
<th>Weight p.u (kg)</th>
<th># of units</th>
<th>Cost per L (Rs)</th>
<th>Weight per L (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ferrite (UU93/152/30)</td>
<td>381</td>
<td>0.75</td>
<td>4</td>
<td>1524</td>
<td>3</td>
</tr>
<tr>
<td>Amorphous (367S)</td>
<td>1625</td>
<td>1.662</td>
<td>1</td>
<td>1625</td>
<td>1.662</td>
</tr>
<tr>
<td>Amorphous (630)</td>
<td>3220</td>
<td>3.67</td>
<td>1</td>
<td>3220</td>
<td>3.67</td>
</tr>
<tr>
<td>Powder (BK7320)</td>
<td>340</td>
<td>0.2735</td>
<td>8</td>
<td>2720</td>
<td>2.188</td>
</tr>
</tbody>
</table>

*Table 2.7: Core material cost*

<table>
<thead>
<tr>
<th>Inductor type</th>
<th>Core cost (Rs)</th>
<th>Copper cost (Rs)</th>
<th>Other charges (Rs)</th>
<th>Total cost (Rs)</th>
<th>Total weight (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ferrite</td>
<td>1524</td>
<td>1046</td>
<td>1142</td>
<td>3712</td>
<td>4.28</td>
</tr>
<tr>
<td>Amorphous (367S)</td>
<td>1625</td>
<td>3733</td>
<td>2435</td>
<td>7793</td>
<td>4.61</td>
</tr>
<tr>
<td>Amorphous (630)</td>
<td>3220</td>
<td>2216</td>
<td>1826</td>
<td>7263</td>
<td>5.23</td>
</tr>
<tr>
<td>Powder -Foil</td>
<td>2720</td>
<td>2566</td>
<td>1643</td>
<td>6930</td>
<td>3.66</td>
</tr>
<tr>
<td>Powder -Round wire</td>
<td>2720</td>
<td>636</td>
<td>1643</td>
<td>5000</td>
<td>2.966</td>
</tr>
</tbody>
</table>

*Table 2.8: Total cost of Inductors*

<table>
<thead>
<tr>
<th>Capacitor rating</th>
<th>6 $\mu$F</th>
<th>8 $\mu$F</th>
<th>10 $\mu$F</th>
<th>20 $\mu$F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost (Rs)</td>
<td>72</td>
<td>96</td>
<td>95</td>
<td>180</td>
</tr>
</tbody>
</table>

*Table 2.9: Cost of AC Capacitors 440V AC rating*

### 2.9 Summary

The familiar area product approach for inductor design has been evaluated and modifications to improve the accuracy of the final constructed inductance are suggested. A new
approach for selection of air gap and number of turns in an inductor is proposed. The effect of fringing of the magnetic flux at the air gap is investigated and simple equations are suggested to model this effect. The design techniques for three magnetic materials - Amorphous, Ferrite and Powder are discussed and elaborated using actual examples.
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Chapter 3

Power Loss and Heating Effects

3.1 Introduction

This chapter is focused on the power loss and efficiency of individual filter components, which has significant implication on the power converter efficiency and reliability. Losses in the inductive part of the filter are more prominent compared to capacitive losses. Hence more attention is focused on inductor core and copper losses. Analytical equations predicting the power loss in inductors are derived from the basic electromagnetic equations. The theoretical derivations in this chapter are necessarily brief and a more complete treatment can be found in the references listed for each section. The theoretical background for this chapter is covered in Appendix-A at the end of the thesis.

3.2 Core loss

The relationship between H and B in any magnetic material is given by the magne-
Figure 3.2: Magnetization curve of a magnetic material

The loop area of the magnetization curve represents the energy dissipated per unit volume of the material over a complete magnetization period. Let us assume that a field, slowly increasing with time, is applied by means of a magnetizing winding supplied with a current $i(t)$ to a magnetic circuit with path length $l_m$. At any instant of time the supplied voltage is balanced by the resistive voltage drop of the winding $R_w i(t)$ and the induced emf $d\phi/dt$.

$$u(t) = R_w i(t) + N \frac{d\phi}{dt}$$  \hspace{1cm} (3.1)

Starting from the demagnetized state, a certain final state with induction value $B_p$ is reached after a time interval $t_o$. The corresponding supplied energy is $E$ is partly dissipated by Joule heating in the conductor and partly delivered to the magnetic circuit.

$$E = \int_0^{t_o} u(t) i(t) dt$$  \hspace{1cm} (3.2)

$$E = \int_0^{t_o} R_w i^2(t) dt + \int_0^{t_o} N A i(t) \frac{dB}{dt} dt$$  \hspace{1cm} (3.3)

where $N$ is the number of turns of the winding and $A$ is the cross-sectional area of the sample. Since

$$i(t) = H(t) \frac{I_m}{N}$$  \hspace{1cm} (3.4)

the energy delivered by the external system in order to bring the magnet of volume $v = A l_m$...
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to the final state is

\[ U = v \int_0^{t_o} H(t) \frac{dB}{dt} dt = v \int_0^{B_p} H dB \]  

(3.5)

The energy per unit volume to be supplied in order to reach the induction value \( B_p \) is then given by the area delimited by the BH curve and the ordinate (y) axis. If the integration in Eq. 3.5 is carried out over a full cycle, the energy dissipated per unit volume is obtained as the area of the hysteresis loop

\[ W = \oint H dB = \oint \mu_o H dB + \oint \mu_o H dM \]  

(3.6)

where Magnetization \( M \) is defined as the magnetic dipole moment per unit volume.

\[ M = \lim_{\Delta v \to 0} \frac{1}{\Delta v} \sum_{i=0}^{n_{\Delta v}} m_i \]  

(3.7)

The integral \( H dB \) over one magnetization cycle gives the energy per unit volume transformed into heat. This is termed as loss per cycle, whereas the term power loss is used to denote the loss per unit time \( P = W f \). The purely reactive term \( \mu_o H dB \), integrating the energy exchanged between the supply system and the magnetic field averages out to zero. So \( W \) is decided by the second term in the equation. In general the loss per cycle \( W \) is a non-linear function of frequency, peak induction \( B \) and the harmonic content of the induction waveform. The loss per cycle increases non-linearly with \( f \)-it can be decomposed into three different components—the frequency independent term \( W_h \) (hysteresis loss), the classical loss \( W_c \propto f \), and the excess loss \( W_e \propto f^{1/2} \). The loss decomposition can be physically justified by the statistical theory of losses [11].

### 3.2.1 Eddy current loss

This can be directly calculated from Maxwell’s equations, assuming a perfectly homogeneous conducting material. The classical loss is present under all circumstances, to which the other contributions are added when structural disorder and magnetic domains are present [11].

\[ P_c = \frac{\pi^2 \sigma d^2}{6} B_p^2 f^2 \]  

(3.8)

where \( d \) is the lamination thickness, \( \sigma \) is electrical conductivity, \( f \) is magnetization frequency, \( B_p \) is peak induction (sinusoidal). For a non-sinusoidal induction where \( B \) is
expressed as $B(t) = \sum_n B_n \sin(2\pi f + \phi_n)$ where $\phi_n$ is the phase shift with respect to the fundamental harmonic, the classical loss becomes,

$$P_c = \frac{\pi^2 \sigma d^2 f^2}{6} \sum_n n^2 B_n^2$$

(3.9)

The minimum for this loss occurs for a triangular induction waveform, with $dB/dt$ constant in each magnetization half-cycle, then the coefficient $\pi^2/6$ becomes $4/3$. Classical losses is independent of the magnetic property of the material and all materials behave in the same way if the geometry and electric properties are kept constant. This simplification comes since $dB/dt$ is assumed to be uniform throughout the thickness of the material. But this condition only holds at low frequencies as the magnetic field produced by eddy currents inhibit the applied field and tend to shield the interior of the core at higher frequencies.

### 3.2.2 Excess loss

Excess losses occur since the eddy currents are concentrated in the vicinity of the moving domain walls, causing losses higher, or excess than the classical terms. In case of a lamination of thickness $d$ with longitudinal magnetic domains of random width [11], the Maxwell’s equation can be solved to find

$$P_e = \left( \frac{48}{\pi^3} \sum_{n \text{ odd}} \frac{1}{n^3} \right) \frac{2L}{d} P_c \approx 1.63 \frac{2L}{d} P_c$$

(3.10)

where $2L$ is the average domain width, $n$ is the harmonic order and $P_c$ is the classical loss.

In case of highly optimized grain-oriented Si steel, $2L/d \approx 1$. In the general case, the excess loss can be approximately computed using this expression.

$$P_e = k_e \sqrt{\sigma(B_p,f)^{3/2}}$$

(3.11)

where the parameter $k_e$ depends on the microscopic structure of the material.

### 3.2.3 Hysteresis loss

Every atom has a small magnetic moment, and in Ferromagnetic materials the inter-atomic forces tend to align these moments in the same direction over regions containing a large number of atoms. These regions are called domains; the domain moments, however
vary in direction from domain to domain. When such materials are subjected to external magnetic field, the domains which have moments in the direction of the field grow at the expense of other domains. This is the process of magnetization of the material in the direction of the applied external field.

At the microscopic level, the magnetization process proceeds through sudden jumps, called Barkhausen jumps of the magnetic domain walls. Very intense and brief current pulses of the order of $10^{-9}$ s [11] are generated close to the domain wall segments. These spatially localized eddy currents induced by the domain-wall jump dissipate a finite amount of energy through the Joule effect. The sum of all the domain-wall jumps will account for the observed hysteresis loss. With a higher rate of change $dH/dt$ the time interval will decrease, so number of Barkhausen jumps and the amount of energy dissipation per unit time is proportional to the magnetization frequency. The expression for the hysteresis loss in one magnetization cycle is

$$P_h = 4k_h B_p^\alpha f$$

(3.12)

The parameters $k_h$ and $\alpha$ depend on the structural properties of the material at the microscopic level. No general rule exists for determining their values in different materials.

### 3.2.4 Total loss

A detailed evaluation of the core loss requires extensive knowledge of the microstructure of the material along with the numerical implementation of mathematical models of hysteresis. The complexity of the problem coupled with the fact that the magnetic materials chosen for filter design have very low core loss compared to copper winding loss suggests that the core loss graphs published by vendors of magnetic material are sufficient to estimate the core losses. This has been confirmed by experimental observation under steady state operating conditions where temperature rise in the core was very less compared to the winding.

### 3.3 Copper loss

A voltage is induced in a conductor if it is subjected to time varying magnetic flux, according to Faraday’s law. The inducing field may be due to its own current, which must be time varying or due to time varying current carried by another adjacent conductor. In the
first case the phenomenon is called **Skin effect** and the second case is called **Proximity effect**. The induced voltage gives rise to currents distributed throughout the body of the conductor. These currents are called **Eddy currents** and they have three major effects.

- Heat because of ohmic losses
- Opposite magnetic reaction field
- Additional forces due to interaction of induced and inducing fields

The two eddy current effects discussed above will occur simultaneously in a conductor that carries an alternating current and is positioned in an external alternating field, which is the exact situation of a conductor which is part of the winding of an inductor or transformer. The effect of these eddy currents can be calculated by formulating electromagnetic equations, either in differential form or integral form. The differential form of the Maxwell’s equations describe the electromagnetic field vectors- **E**, **H**, **J**, **B** at any point in space. These differential equations can be solved by analytical or numerical methods.

Analytical solutions are limited to linear equations, with specific geometries and simple excitation. Analytical methods normally use field equations since boundary conditions are expressed in terms of magnetic and electric fields. The solutions are limited to mostly one or two dimensional problems. One dimensional problems have closed form solutions which give good insight into the problem. Numerical methods can handle complicated geometries and both linear and non-linear equations. They however, require large computation times. In most cases, numerical methods use magnetic vector potential in conjunction with electric scalar potential. The integral form of these electromagnetic equations are particularly suited for numerical methods.

### 3.4 Foil conductors

Foil conductors are well suited for applications which have both a high switching frequency and high rated current. By proper selection of thickness of foil, it is possible to significantly reduce skin effect losses. Most high power inductor designs make use of foil winding to minimize high frequency copper losses. The subsequent analysis of power loss in foil winding is referred from [16], [17], [20] and [27].
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3.4.1 Assumptions

1. The magnetic field distribution is solved for a winding portion. A winding portion is a part of the winding which extends in either direction along the axis of the winding height from a position of zero field intensity to the first positive or negative peak of the magnetic field intensity.

2. Magnetic field in the winding space is assumed to be parallel to center leg of the inductor. This is strictly accurate only in case of infinite solenoid windings. If the foil winding is assumed to span the entire window height, then this assumption is valid.

3. The winding layer is modeled as a finite portion of an infinite current sheet. This gives the solution of field equation in rectangular coordinates.

4. The conductor foils are assumed to span the entire breadth of the core window.

5. The curvature of the foil conductors is neglected while calculating the radial field distribution across the winding layer.

6. Almost all of the magnetic field intensity of any winding layer is assumed to exist inside the region bounded by that layer and there is negligible magnetic field outside this region.

3.4.2 One dimensional H field

Fig. 3.3 shows the typical cross section of inductor with foil windings. Ampere’s law can be used to find the magnetic field intensity between conductor layers.

\[ H_o = \frac{I_{pk}}{b_{win}} \]  \hspace{1cm} (3.13)

where \( I_{pk} \) is the peak current flowing in each layer, and \( b_{win} \) is the width of the window. The field equations of \( \mathbf{H} \) and \( \mathbf{J} \) can be solved in rectangular coordinates. Hence the magnetic field intensity phasor can be represented as

\[ \mathbf{H}(x, y, z) = H_x(x, y, z)\hat{a}_x + H_y(x, y, z)\hat{a}_y + H_z(x, y, z)\hat{a}_z \]  \hspace{1cm} (3.14)

To simplify the analysis we will assume that the spatial magnetic field intensity phasor is a function of \( x \) only and directed in \( z \) direction. Then the three-dimensional diffusion
equation becomes a one-dimensional equation.

\[ \mathbf{H}(x,y,z) = H_z(x) \mathbf{\hat{a}}_z \] (3.15)

From the wave equation for time-harmonic fields we get,

\[ \nabla^2 \mathbf{H} - \gamma^2 \mathbf{H} = \frac{\partial^2 H_z(x)}{\partial x^2} - \gamma^2 H_z(x) = 0 \] (3.16)

where \( \gamma^2 \simeq j\omega\mu\sigma \). Here, \( \omega \) if frequency of the applied current in rad/s, \( \mu \) is the absolute permeability of the foil material (copper, \( \mu \) same as air) and \( \sigma \) is the conductivity of the foil winding. The general solution has the form

\[ H_z(x) = Ae^{\gamma x} + Be^{-\gamma x} \] (3.17)

where \( A \) and \( B \) are determined by applying the boundary conditions of magnetic field intensity at the surface of the current sheet, \( H_z(x=0) \) and \( H_z(x=h_{cu}) \).

Expressing in hyperbolic form using the boundary conditions,

\[ H_z(x) = \frac{1}{\sinh \gamma h_{cu}} [H_z(x=h_{cu}) \sinh \gamma x + H_z(x=0) \sinh \gamma(h_{cu} - x)] \] (3.18)

To prevent zeros from appearing in the denominator of some equations that are derived, the variable \( x \) is changed to \( \chi \), such that the new variable does not become zero for any
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Boundary condition.

\[
\chi = \begin{cases} 
  x & \text{if } |H_z(x = h_{cu})| \geq |H_z(x = 0)| \\
  h_{cu} - x & \text{if } |H_z(x = h_{cu})| < |H_z(x = 0)|
\end{cases}
\]  
(3.19)

This definition causes \( \chi = 0 \) to be always at the surface having the smaller of the two boundary magnetic fields, and \( \chi = h_{cu} \) to be always at the surface with the larger field. If we define the boundary condition ratio as

\[
p = \frac{H_z(\chi = 0)}{H_z(\chi = h_{cu})}
\]  
(3.20)

From Fig. 3.3, the boundary condition ratio for the \( m^{th} \) layer will be

\[
p = \frac{(m - 1)H_o}{mH_o}
\]  
(3.21)

Substituting Eq. (3.20) in Eq. (3.18)

\[
H_z(\chi) = \frac{H_z(\chi = h_{cu})}{\sinh \gamma h_{cu}} \left[ \sinh \gamma \chi + p \cdot \sinh \gamma (h_{cu} - \chi) \right]
\]  
(3.22)

3.4.3 Power dissipation

The current density phasor \( J_y(x) \) in terms of the magnetic field intensity phasor \( H_z(x) \) is derived from Maxwell’s equations.

\[
\nabla \times \mathbf{H} = \sigma \mathbf{E} + j\omega \varepsilon \mathbf{E}
\]  
(3.23)

where \( \sigma \) is the conductivity of the material carrying the alternating current of frequency \( \omega \) rad/sec, \( \varepsilon \) is the permittivity of the conducting material, which is almost same as free space. Since for a good conductor \( \sigma \gg \omega \varepsilon \),

\[
\nabla \times \mathbf{H} \approx \sigma \mathbf{E} = \mathbf{J}
\]  
(3.24)

Since \( \mathbf{J} \) is in \( y \) direction and \( \mathbf{H} \) is in \( x \) direction and both are functions of \( x \), taking the curl,

\[
J_y(x) = -\frac{\partial H_z(x)}{\partial x}
\]  
(3.25)

\[
J_y(\chi) = \frac{-\gamma H_z(\chi = h_{cu})}{\sinh \gamma h_{cu}} \left[ \cosh \gamma \chi - p \cdot \cosh \gamma (h_{cu} - \chi) \right]
\]  
(3.26)
The power dissipated per unit volume $p_d(t)$ is

$$p_d(t) = \frac{|J|^2}{\sigma}$$  \hspace{1cm} (3.27)

The time-averaged power dissipated can be calculated from the above expression by integration. To simplify the calculation, the winding layer is assumed to be flat instead of cylindrical, extending a distance equal to length of turn in the $y$ direction.

$$P_d = \frac{1}{T} \int_0^T \int_0^{b_{\text{win}}} \int_0^{l_T} \int_0^{h_{\text{cu}}} p_d(t) \, d\chi \, dy \, dz \, dt$$  \hspace{1cm} (3.28)

where $T$ is the period of the waveform. For sinusoidal waveforms, we can simplify the above expression,

$$P_d = \frac{1}{2} \int_0^{b_{\text{win}}} \int_0^{l_T} \int_0^{h_{\text{cu}}} p_d(t) \, d\chi \, dy \, dz$$  \hspace{1cm} (3.29)

$l_T$ is the length of mean turn of coil. Since $J$ does not vary with $y$ or $z$, the integration with respect to those variables becomes simple multiplication.

$$P_d = \frac{b_{\text{win}} \, l_T}{2} \int_0^{h_{\text{cu}}} p_d(t) \, d\chi$$  \hspace{1cm} (3.30)

The power dissipated per square meter in the $y-z$ plane is given by

$$[Q_J] = \frac{P_d}{b_{\text{win}} \, l_T} = \frac{1}{\sigma} \int_0^h J_y(\chi) \cdot J_y^*(\chi) \, d\chi$$  \hspace{1cm} (3.31)
where \( J^* \) is the complex conjugate of \( J \) and \([Q]\) represents time-average. The resulting expression is

\[
[Q] = \frac{|H_z(\chi = h_{cu})|^2}{\sigma \delta} \left[ (1 + p^2) \frac{\sinh 2\Delta + \sin 2\Delta}{\cosh 2\Delta - \cos 2\Delta} - 4p \frac{\sinh \Delta \cos \Delta + \cosh \Delta \sin \Delta}{\cosh 2\Delta - \cos 2\Delta} \right]
\]

(3.32)

where skin depth \( \delta = \sqrt{2/(\omega \sigma \mu)} \), \( \Delta = h_{cu}/\delta \) is defined as the height of the winding layer \( h_{cu} \) normalized to skin depth \( \delta \), \( p \) is the boundary condition ratio, and \(|H_z(\chi = h_{cu})|^2\) is the square of the rms value of the larger magnetic field intensity at the two surfaces of the current sheet.

Using the two following hyperbolic identities [20],

\[
\frac{\sinh 2a + \sin 2a}{\cosh 2a - \cos 2a} = \frac{1}{2} \left[ \frac{\sinh a + \sin a}{\cosh a - \cos a} + \frac{\sinh a - \sin a}{\cosh a + \cos a} \right]
\]

(3.33)

and

\[
\frac{\sinh 2a + \sin 2a}{\cosh 2a - \cos 2a} = \frac{\sinh a - \sin a}{\cosh a + \cos a} + 2 \frac{\sinh a \cos a + \cosh a \sin a}{\cosh 2a - \cos 2a}
\]

(3.34)

we can simplify Eq. (3.32) as

\[
[Q] = \frac{|H_z(\chi = h_{cu})|^2}{\sigma \delta} \left[ (1 - p^2) \frac{\sinh \Delta + \sin \Delta}{\cosh \Delta - \cos \Delta} + \frac{(1 + p)^2}{2} \frac{\sinh \Delta - \sin \Delta}{\cosh \Delta + \cos \Delta} \right]
\]

(3.35)

Substituting for \( p \) from Eq. (3.21)

\[
[Q] = \frac{|H_z(\chi = h_{cu})|^2}{\sigma \delta} \frac{1}{2m^2} \left[ \sinh \Delta + \sin \Delta + (2m - 1)^2 \frac{\sinh \Delta - \sin \Delta}{\cosh \Delta + \cos \Delta} \right]
\]

(3.36)

Replacing \( H_z(\chi = h_{cu}) \) using Eq. (3.21) and Eq. (3.13)

\[
[Q] = \frac{I_{pk}^2}{b_{win}^2 \cdot 2\sigma \delta} \left[ \frac{\sinh \Delta + \sin \Delta}{\cosh \Delta - \cos \Delta} + (2m - 1)^2 \frac{\sinh \Delta - \sin \Delta}{\cosh \Delta + \cos \Delta} \right]
\]

(3.37)

To find the average power dissipated per meter (in the y direction),

\[
P_{av} = [Q] \cdot b_{win}
\]

(3.38)
3.4.4 AC resistance

In electrical terms, the average power dissipated is also given in terms of resistance as

\[ P_{av} = R_{ac} I_{rms}^2 \]  \hspace{2cm} (3.39)

where \( I_{rms} \) is the rms current in each foil conductor. \( P_{av} \) is also expressed as,

\[ P_{av} = R_{ac} \frac{R_{dc} I_{rms}^2}{R_{dc}} \]  \hspace{2cm} (3.40)

where \( R_{dc} \) is the dc resistance of the foil conductor per unit length.

\[ R_{dc} = \frac{1}{\sigma b_{win} h_{cu}} \]  \hspace{2cm} (3.41)

Hence we get

\[ P_{av} = \frac{R_{ac} I_{rms}^2}{R_{dc}} \frac{1}{\sigma b_{win} h_{cu}} \]  \hspace{2cm} (3.42)

Equating Eq. (3.38) and Eq. (3.42),

\[ R_{ac} = R_{dc} \frac{\Delta}{2} \left[ \frac{\sinh \Delta + \sin \Delta}{\cosh \Delta - \cos \Delta} + (2m - 1)^2 \frac{\sin \Delta - \sin \Delta}{\cosh \Delta + \cos \Delta} \right] \]  \hspace{2cm} (3.43)

This is the Dowell’s formula to calculate AC resistance of the \( m^{th} \) layer of a foil winding having a dc resistance of \( R_{dc} \) per unit length.

3.5 Round conductors

Round conductors are most widely used to construct inductors because of their low cost and ease of use. But \( R_{ac} \) in case round conductors is higher than foil conductors for the same frequency, and increases much faster with number of turns and layers. The following analysis of power loss in round conductors is referred from [1], [3], [15] and [18].
### 3.5.1 Orthogonality

As discussed before, eddy current effects can be divided into skin effect and proximity effect losses. It is possible to separately calculate the losses due to skin effect and proximity effect since the two currents are independent of each other. The conditions in which this orthogonality is valid is detailed in [20] and [22]. A sufficient (but not necessary) condition is that the conductor must have an axis of symmetry and the current distribution due to skin effect current has odd symmetry about this axis and current distribution due to proximity effect current has even symmetry about this axis (or vice versa), as shown in Fig. 3.5 [22].

![Orthogonality in Eddy current losses](image)

**Figure 3.5:** Orthogonality in Eddy current losses [22]

Let the current density vector be a function of $x$ and $z$ axis and directed along $y$ axis (Fig. 3.4),

$$
\mathbf{J} = J_y(x, z)
$$

(3.44)

The average power dissipated per unit length for sinusoidal waveforms is already mentioned as

$$
P_d = \frac{1}{2\sigma} \int_A J^* dA
$$

(3.45)

where $A$ is the cross section area of the conductor. Separating the skin effect current and
proximity effect currents, \( J_s \) and \( J_p \) respectively,

\[
P_d = \frac{1}{2\sigma} \int_A (J_s + J_p)(J_s^* + J_p^*) \, dA
\]  

(3.46)

Since \( J_s \) has even symmetry and \( J_p \) has odd symmetry,

\[
P_d = \frac{1}{2\sigma} \int_A (J_s J_s^* + J_p J_p^*) \, dA
\]  

(3.47)

\[
P_d = P_{ds} + P_{dp}
\]  

(3.48)

Hence the skin effect losses and proximity effect losses can be calculated separately. The sum will give the total eddy current losses of the conductor.

### 3.5.2 Skin effect loss

![Figure 3.6: Round conductor in cylindrical coordinates](image)

The Bessel function solution can be used to find the current distribution in round cylindrical conductors subjected to an alternating electric field \( E \). All the field vectors are expressed in cylindrical coordinates \((\rho, \phi, z)\). Consider a round conductor of radius \( \rho_o \) carrying a time varying current of rms value \( I_{rms} \) at a frequency \( \omega \) rad/sec. For conductors, \( \gamma^2 \approx j\omega\mu\sigma \). Maxwell’s equations are,

\[
\nabla \times \mathbf{H} = \mathbf{J} = \sigma \mathbf{E} \tag{3.49}
\]

\[
\nabla \times \mathbf{E} = -j\omega\mu \mathbf{H} \tag{3.50}
\]

So

\[
-\frac{1}{j\sigma\omega\mu} \nabla \times \mathbf{J} = \mathbf{H} \tag{3.51}
\]
Substituting Eq (3.51) in Eq (3.49)

\[-\frac{1}{j\sigma \mu \omega} \nabla \times (\nabla \times \mathbf{J}) = \mathbf{J} \tag{3.52}\]

\[\nabla^2 \mathbf{J} = j\sigma \mu \omega \mathbf{J} \tag{3.53}\]

\[\nabla^2 \mathbf{J} = \gamma^2 \mathbf{J} \tag{3.54}\]

where

\[\gamma^2 = j\omega \mu \sigma \tag{3.55}\]

If the current density is \(z\) directed with no variation along \(z\) and \(\phi\), then we can expand Eq. (3.54)

\[\frac{d^2 J_z}{d\rho^2} + \frac{1}{\rho} \frac{dJ_z}{d\rho} - \gamma^2 J_z = 0 \tag{3.56}\]

Multiplying throughout by \(\rho^2\)

\[\rho^2 \frac{d^2 J_z}{d\rho^2} + \rho \frac{dJ_z}{d\rho} - \gamma^2 \rho^2 J_z = 0 \tag{3.57}\]

We can simplify the above equation as

\[\gamma^2 = j\sigma \omega \mu = jp \tag{3.58}\]

\[\gamma = \sqrt{j} \sqrt{p} \tag{3.59}\]

\[\rho^2 \frac{d^2 J_z}{d\rho^2} + \rho \frac{dJ_z}{d\rho} - (\sqrt{jp})^2 J_z = 0 \tag{3.60}\]

The two independent solutions are [3]

\[J_z = AI_0(\sqrt{jp} \rho) + BK_0(\sqrt{jp} \rho) \tag{3.61}\]

where \(I_0(x)\) is the modified Bessel function of the first kind of order zero and \(K_0(x)\) is the modified Bessel function of the second kind of order zero\(^1\). Since \(\rho = 0\) is a solution of Eq. (3.61) but \(K_0(0) = \infty\), the constant \(B\) must be zero to satisfy the solution at \(\rho = 0\). So

\(^1\)Bessel functions are explained in some detail in Appendix A.6.
the actual solution is

\[ J_z = AI_0(\sqrt{jp \rho}) \]  \hspace{1cm} (3.62)

The constant \( A \) is evaluated in terms of current density at the surface (\( \rho = \rho_0 \)), assuming current density at surface to be \( \sigma E_0 = J_0 \). Then the above equation becomes

\[ J_z = J_0 \frac{I_0(\sqrt{jp \rho})}{I_0(\sqrt{jp \rho_0})} \]  \hspace{1cm} (3.63)

Or writing in terms of skin depth \( \delta = \sqrt{2}/\sqrt{p} \)

\[ J_z = J_0 \frac{I_0(\sqrt{2p \rho}/\delta)}{I_0(\sqrt{2p \rho_0}/\delta)} \]  \hspace{1cm} (3.64)

Separating the complex Bessel function into real and imaginary parts using the definition that

\[ \text{ber}(x) = \text{Re}[I_0(x\sqrt{j})] \]  \hspace{1cm} (3.65)

\[ \text{bei}(x) = \text{Im}[I_0(x\sqrt{j})] \]  \hspace{1cm} (3.66)

\[ I_0(x\sqrt{j}) = \text{ber}_0(x) + j\text{bei}_0(x) \]  \hspace{1cm} (3.67)

Using the above definition, Eq (3.64) becomes

\[ J_z = J_0 \frac{\text{ber}_0(\sqrt{2} \rho/\delta) + j\text{bei}_0(\sqrt{2} \rho/\delta)}{\text{ber}_0(\sqrt{2} \rho_0/\delta) + j\text{bei}_0(\sqrt{2} \rho_0/\delta)} \]  \hspace{1cm} (3.68)

Substituting \( \Delta = \rho/\delta \) and \( \Delta_0 = \rho_0/\delta \), we can express the current density in a solid wire of radius \( \rho_0 \) in terms of instantaneous quantities,

\[ J = \text{Re}[Je^{j\omega t}] = \text{Re}[Jze^{j\omega t}] \]  \hspace{1cm} (3.69)

\[ J = |J_z|\cos(\omega t + \angle J_z) \]  \hspace{1cm} (3.70)

\[ J = \left[ \frac{\text{ber}_0^2(\sqrt{2} \Delta) + \text{bei}_0^2(\sqrt{2} \Delta)}{\text{ber}_0^2(\sqrt{2} \Delta_0) + \text{bei}_0^2(\sqrt{2} \Delta_0)} \right]^{\frac{1}{2}} J_0 \cos(\omega t + \theta) \]  \hspace{1cm} (3.71)

where \( \theta \) is

\[ \theta = \tan^{-1} \frac{\text{ber}_0(\sqrt{2} \Delta_0)\text{bei}_0(\sqrt{2} \Delta) - \text{ber}_0(\sqrt{2} \Delta)\text{bei}_0(\sqrt{2} \Delta_0)}{\text{ber}_0(\sqrt{2} \Delta_0)\text{ber}_0(\sqrt{2} \Delta) + \text{bei}_0(\sqrt{2} \Delta)\text{bei}_0(\sqrt{2} \Delta_0)} \]  \hspace{1cm} (3.72)
3.5 Round conductors

Power dissipation

From Ampere’s law, the relation between current flowing in a round conductor $I$ and magnetic flux density at the surface of the conductor $B$ is given by

$$B = \frac{\mu I}{2\pi \rho_0} \hat{a}_\phi$$  \hspace{1cm} (3.73)

We can find the relation between current $I$ and current density $J_z$ (Eq 3.63) using Maxwell’s equations.

$$\nabla \times \mathbf{E} = -j \omega \mathbf{B}$$ \hspace{1cm} (3.74)

$$\frac{1}{\sigma} \nabla \times \mathbf{J} = -j \omega \mathbf{B}$$ \hspace{1cm} (3.75)

Using the definition of $J_z$ from Eq (3.63), we can evaluate Eq (3.75) at $\rho = \rho_0$

$$j \omega \mathbf{B}_\rho(\rho_0) = \frac{1}{\sigma} \left( \frac{\partial J_z}{\partial \rho} \right)_{\rho_0}$$ \hspace{1cm} (3.76)

$$j \omega \mathbf{B}_\rho(\rho_0) = \frac{1}{\sigma} J_0 \sqrt{\frac{\sigma}{j}} \frac{l'_0(\sqrt{j \rho_0})}{l_0(\sqrt{j \rho_0})}$$ \hspace{1cm} (3.77)

where $l'_0(j \rho)$ represents the differential of $l_0(j \rho)$. Substituting the above equation in Eq. (3.73)

$$I = \frac{2\pi \rho_0}{\mu} \frac{\sqrt{\sigma}}{j} \frac{l'_0(\sqrt{j \rho_0})}{l_0(\sqrt{j \rho_0})}$$ \hspace{1cm} (3.78)

Since

$$p = \omega \mu \sigma$$ \hspace{1cm} (3.79)

$$I = \frac{2\pi \rho_0}{\sqrt{p} \sigma} \frac{l'_0(\sqrt{j \rho_0})}{l_0(\sqrt{j \rho_0})}$$ \hspace{1cm} (3.80)

The average power dissipated per unit length of the wire is

$$dP_{av} = \frac{1}{2} \frac{|J_z|^2}{\sigma} 2\pi \rho d\rho = \frac{1}{2} \frac{J_z J_z^*}{\sigma} 2\pi \rho d\rho$$ \hspace{1cm} (3.81)

where $J_z^*$ is the conjugate of $J_z$. Conjugate of

$$\left( \sqrt{j} \right)^* = \left( \frac{1+j}{\sqrt{2}} \right)^* = \frac{1-j}{\sqrt{2}} = -j \sqrt{j}$$ \hspace{1cm} (3.82)
and
\[ I_0'(\sqrt{jp\rho}) = I_0(-j\sqrt{jp\rho}) = I_0(-j\sqrt{jp\rho}) \] (3.83)

So the conjugate of current density \( J^*_z \) becomes
\[ J^*_z = J_0 I_0(-j\sqrt{jp\rho}) \] (3.84)

\[ P_{av} = \int_{0}^{\rho_0} dP_{av} \] (3.85)

\[ P_{av} = \frac{\pi J_0^2}{\sigma I_0(\sqrt{jp\rho_0}) I_0(-j\sqrt{jp\rho_0})} \int_{0}^{\rho_0} I_0(\sqrt{jp\rho}) I_0(-j\sqrt{jp\rho}) \rho \, d\rho \] (3.86)

The result written in terms of ber and bei functions is
\[ P_{av} = \frac{J_0^2 \pi \rho_0 \text{ber}(\sqrt{p\rho_0}) \text{bei}(\sqrt{p\rho_0}) - \text{ber}'(\sqrt{p\rho_0}) \text{bei}(\sqrt{p\rho_0})}{\sqrt{p}\sigma} \frac{\text{ber}^2(\sqrt{p\rho_0}) + \text{bei}^2(\sqrt{p\rho_0})}{\text{ber}^2(\sqrt{p\rho_0}) + \text{bei}^2(\sqrt{p\rho_0})} \] (3.87)

From Eq (3.78) we can get the rms current \( I_{rms} \)
\[ I_{rms}^2 = \frac{2\pi^2 \rho_0^2}{p} J_0^2(\sqrt{jp\rho_0}) I_0'(\sqrt{jp\rho_0}) I_0'(\sqrt{jp\rho_0}) \] (3.88)

where \( I_0'(x) \) is the conjugate of \( I_0(x) \) and \( I_0'(x) \) is conjugate of \( I_0(x) \) and \( p = \omega \mu \sigma \).

\[ I_{rms}^2 = \frac{2\pi^2 \rho_0^2}{p} \frac{\text{ber}^2(\sqrt{p\rho_0}) + \text{bei}^2(\sqrt{p\rho_0})}{\text{ber}^2(\sqrt{p\rho_0}) + \text{bei}^2(\sqrt{p\rho_0})} \] (3.89)

**AC resistance**

If \( R_{dc} \) is the dc resistance per unit length, i.e
\[ R_{dc} = \frac{1}{\sigma \pi \rho_0^2} \] (3.90)

then the ac resistance \( R_{skin} \) can be expressed in terms of dc resistance as
\[ \frac{R_{skin}}{R_{dc}} R_{dc} \times I_{rms}^2 = P_{av} \] (3.91)

\[ R_{skin} = \frac{P_{av}}{I_{rms}^2 R_{dc}} R_{dc} \] (3.92)
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\[ R_{\text{skin}} = \frac{P_{\text{av}}}{I_{\text{rms}}^2} \pi \rho_0^2 \sigma R_{dc} \quad (3.93) \]

From Eqs. (3.93), (3.89) and (3.87) the AC resistance representing skin effect can be calculated.

\[ R_{\text{skin}} = R_{dc} \rho_0 \sqrt{p} \frac{\text{ber}(\sqrt{p} \rho_0) \text{bei}'(\sqrt{p} \rho_0)}{2} - \frac{\text{ber}'(\sqrt{p} \rho_0) \text{bei}(\sqrt{p} \rho_0)}{(\text{ber}'(\sqrt{p} \rho_0))^2 + (\text{bei}'(\sqrt{p} \rho_0))^2} \quad (3.94) \]

where \( \rho_0 \) is the radius of the cylindrical conductor.

3.5.3 Proximity effect loss

The current distribution in a round cylindrical conductor subjected to an external homogeneous magnetic field can be found from the magnetic vector potential. The magnetic vector potential in terms of current density \( J \) is

\[ \nabla^2 \mathbf{A} - \varepsilon \mu \omega^2 \mathbf{A} = -\mu \mathbf{J} \quad (3.95) \]

The net current density \( \mathbf{J} \) includes conduction current density and displacement current density. The term \( \omega^2 \varepsilon \mathbf{A} \) refers to the displacement current, while \( \nabla^2 \mathbf{A}/\mu \) refers to the conduction current. We can ignore the displacement current since it is very insignificant in conductors. So Eq. (3.95) becomes

\[ -\frac{\nabla^2 \mathbf{A}}{\mu} = \mathbf{J} \quad (3.96) \]

The conduction current can be expressed in terms of electric field

\[ \mathbf{J} = \sigma \mathbf{E} \quad (3.97) \]

where \( \mathbf{E} \), in terms of potentials \( \mathbf{A} \) and \( \Phi \) is

\[ \mathbf{E} = -\nabla \Phi - j \omega \mathbf{A} \quad (3.98) \]

From Eq. (3.96), (3.97) and (3.98)

\[ \frac{\nabla^2 \mathbf{A}}{\mu} = \sigma \nabla \Phi + j \omega \sigma \mathbf{A} \quad (3.99) \]

\[ \text{This equation is derived in Appendix A.7} \]
In the above case of the conductor subjected to an external magnetic field $H_0$, there is no applied electric field, hence no source electric potential.

$$\sigma \nabla \Phi = 0$$  \hspace{1cm} (3.100)

So the magnetic vector potential equation reduces to

$$\frac{\nabla^2 \mathbf{A}}{\mu} = j \omega \sigma \mathbf{A}$$  \hspace{1cm} (3.101)

In cylindrical coordinates,

$$\frac{\partial A_z}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial A_z}{\partial \rho} + \frac{1}{\rho^2} \frac{\partial^2 A_z}{\partial \phi^2} = \gamma^2 A_z$$  \hspace{1cm} (3.102)

After simplification [7], the vector potential inside the cylinder is

$$A_z = \frac{4 \mu_0 H_0 \delta}{j^{3/2} \sqrt{2}} J_1 (j^{3/2} \sqrt{2} \Delta) \frac{F(j^{3/2} \sqrt{2} \Delta_0)}{F(j^{3/2} \sqrt{2} \Delta)} \sin \phi$$  \hspace{1cm} (3.103)

where $J_1(x)$ is the Bessel function of the first kind of order one, and $F(x)$ is the regular Coulomb wave function. The current density in terms of magnetic vector potential is

$$J_z = -j \omega \sigma A_z$$  \hspace{1cm} (3.104)

$$J_z = \frac{4 \mu_0 H_0 j^{3/2} \sqrt{2}}{\delta} J_1 (j^{3/2} \sqrt{2} \Delta) \frac{F(j^{3/2} \sqrt{2} \Delta_0)}{F(j^{3/2} \sqrt{2} \Delta)} \sin \phi$$  \hspace{1cm} (3.105)

The eddy current losses per unit length of the cylinder is

$$P_p = \frac{1}{2 \pi} \int_0^{\rho_0} \int_0^{2\pi} |J_z|^2 \rho \, d\rho \, d\phi$$  \hspace{1cm} (3.106)

Substituting Eq. (3.105) in Eq. (3.106)

$$P_p = -\frac{2 \pi \gamma}{\sigma} \frac{\text{ber}_2(\sqrt{\rho \rho_0})\text{ber}'(\sqrt{\rho \rho_0}) + \text{bei}_2(\sqrt{\rho \rho_0})\text{bei}'(\sqrt{\rho \rho_0})}{(\text{ber}(\sqrt{\rho \rho_0}))^2 + (\text{bei}(\sqrt{\rho \rho_0}))^2} H_0^2$$  \hspace{1cm} (3.107)

As in the case of skin effect resistance, the proximity effect ac resistance of the $m^{th}$ layer of a multilayer round wire winding can be derived.

$$R_{pr(m)} = R_{dc(m)} \frac{\rho_0 \sqrt{P}}{2} \left[ -2\pi(2m - 1)^2 \frac{\text{ber}_2(\sqrt{\rho \rho_0})\text{ber}'(\sqrt{\rho \rho_0}) + \text{bei}_2(\sqrt{\rho \rho_0})\text{bei}'(\sqrt{\rho \rho_0})}{(\text{ber}(\sqrt{\rho \rho_0}))^2 + (\text{bei}(\sqrt{\rho \rho_0}))^2} \right]$$
where $R_{dc(m)}$ is the dc resistance of the $m^{th}$ layer.

**AC resistance**

The final analytical expression for the ac resistance of the $m^{th}$ layer of a multilayer round wire winding is

$$R_{ac(m)} = R_{dc(m)} \frac{\rho_0 \sqrt{p}}{2} \left[ \frac{\text{ber}(\sqrt{p\rho_0})\text{bei}'(\sqrt{p\rho_0}) - \text{ber}'(\sqrt{p\rho_0})\text{bei}(\sqrt{p\rho_0})}{(\text{ber}'(\sqrt{p\rho_0}))^2 + (\text{bei}'(\sqrt{p\rho_0}))^2} \right] - 2\pi(2m - 1)^2 \frac{\text{ber}_2(\sqrt{p\rho_0})\text{ber}'(\sqrt{p\rho_0}) + \text{bei}_2(\sqrt{p\rho_0})\text{bei}'(\sqrt{p\rho_0})}{(\text{ber}(\sqrt{p\rho_0}))^2 + (\text{bei}(\sqrt{p\rho_0}))^2}$$

The $R_{ac}/R_{dc}$ ratio is calculated for a Ferrite core inductor with round wire winding and an Amorphous core inductor with foil winding. The relevant parameters used for calculation is detailed in Table 3.1. Figures 3.7–3.8 illustrate the $R_{ac}/R_{dc}$ curves for foil and round wire winding. We can conclude from both the figures that the proximity effect loss component is the dominant loss at frequencies close to the switching frequency. Another observation is that the proximity effect loss becomes dominant at much lower frequencies in round wire winding compared to foil winding.

<table>
<thead>
<tr>
<th></th>
<th>Round wire</th>
<th>Foil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dia / Thickness (mm)</td>
<td>2.643</td>
<td>0.127</td>
</tr>
<tr>
<td>Skin depth 50Hz (mm)</td>
<td>9.348</td>
<td>9.348</td>
</tr>
<tr>
<td>Skin depth 10kHz (mm)</td>
<td>0.661</td>
<td>0.661</td>
</tr>
<tr>
<td>Porosity factor</td>
<td>0.854</td>
<td>*</td>
</tr>
<tr>
<td>Turns</td>
<td>120</td>
<td>137</td>
</tr>
<tr>
<td>Layers</td>
<td>4</td>
<td>137</td>
</tr>
</tbody>
</table>

*Table 3.1: Parameter list for $R_{ac}/R_{dc}$ calculation*
3.6 Thermal analysis

Heat is a form of energy that can be transferred from one system to another as a result of temperature difference. Heat transfer is the science that determines the rate of this energy transfer. The basic requirement for heat transfer is the presence of a temperature difference. Transfer of energy is always from a body of higher temperature to a body of
lower temperature, and the transfer stops when both reach the same temperature. There are three mechanisms of heat transfer - conduction, convection and radiation. Conduction occurs in a substance when energy is transferred from more energetic particles to adjacent less energetic ones. Conduction takes place because to lattice vibrations and free flow of electrons in solids and collision and diffusion in liquids and gases. Convection is energy transfer between a solid surface and adjacent liquid or gas that is in motion, and involves conduction along with fluid motion. Radiation is energy transfer in form of electromagnetic energy. It is the fastest type of heat transfer and does not require a material medium.

The principles of heat transfer are used to estimate the surface temperature of the filter components, especially the inductor. The power loss in the inductor, including the core loss and copper loss get converted to heat. By knowing the heat transfer rate and the ambient temperature, we can find out how hot the inductor will become at rated conditions. This is the final step of the inductor design where the entire design procedure is validated on the basis of expected temperature rise. The crucial temperature constraint is the temperature rating of the insulation. The insulation used is Nomex which is rated for 200°C, but filter components are designed to operate at temperature of 100°C, at an ambient temperature of 45°C.

There are three modes of heat transfer mentioned in the previous paragraph, but in this specific case, only two are possible. Heat is transferred from the surface of the inductor by natural convection and/or radiation. In order to solve this heat transfer problem, certain assumptions are made to obtain the simplest model which still yields reasonable results.

1. The inductor consists of a core material (which is usually a bad conductor of heat) surrounded by copper winding (good conductor) and insulation (bad conductor). Also from the previous analysis we have concluded that copper losses far exceed the core losses. Still, from the thermal analysis point of view, the inductor is considered to be a uniform body with uniform temperature. This also rules out convection as a mode of heat transfer from the interior to the surface.

2. The surface temperature of the inductor is directly proportional to the power loss and inversely proportional to the surface area available. The total surface area is the sum of the surface area of the core and the surface area of the outermost winding layer. There is some overlap between the two surfaces which will reduce the net surface area, but this is ignored.

3. The temperature of air immediately surrounding the inductor is assumed to be
45°C, while the temperature at a point far away (or room temperature) is assumed to be 25°C.

4. The inductor is designed to be cooled with natural convection currents. The convection heat transfer coefficient $h_{conv}$ is not a property of the fluid. It is an experimentally determined parameter which depends on surface geometry, nature of fluid motion, properties of the fluid, bulk fluid velocity and other variables which affect convection. This means that $h_{conv}$ cannot be accurately determined by analytical methods. Some analytical solutions exist for natural convection, but they are for specific simple geometries with further simplifying assumptions. The analytical expressions for a natural convection over a simple vertical plate is used to approximate the heat transfer in the inductor. The accuracy of this assumption is verified by experimental measurements of temperature.

### 3.6.1 Radiation

Thermal radiation is a form of radiation emitted by bodies because of their temperature. Unlike conduction and convection, transfer of heat through radiation does not require an intervening medium. The maximum rate of radiation that can be emitted by a surface of area $A_s$ at a temperature of $T_s$ K is given by the Stefan-Boltzmann’s law

$$P_{rad} = \sigma A_s T_s^4$$  \hspace{1cm} (3.110)

where $\sigma \approx 5.67 \times 10^{-8}$ W/m$^2$ K$^4$ is the Stefan-Boltzmann constant.

When a surface of emissivity $\varepsilon$ and surface area $A_s$ at thermodynamic temperature $T_s$ is completely enclosed by an much larger surface at a thermodynamic temperature $T_{surr}$ separated by a gas (like air) that does not interfere with radiation, the net rate of radiation heat transfer between these two surfaces is given by

$$P_{rad} = \varepsilon \sigma A_s (T_s^4 - T_{surr}^4)$$  \hspace{1cm} (3.111)

### 3.6.2 Natural convection

Convection is a form of heat transfer from a solid surface to an adjacent liquid or gas in motion, and it involves the combined effects of conduction and fluid motion. Bulk fluid motion enhances the heat transfer between the solid surface and the fluid, but it also
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complicates the determination of heat transfer rates. The rate of convection heat transfer is observed to be proportional to the temperature difference, and is expressed by Newton’s law of cooling as

\[ P_{\text{conv}} = h_{\text{conv}} A_s (T_s - T_{\infty}) \]  

(3.112)

where \( h_{\text{conv}} \) is the convection heat transfer coefficient in W/m\(^2\) °C, \( A_s \) is the surface area through which convection heat transfer takes place, \( T_s \) is the surface temperature and \( T_{\infty} \) is the temperature of the fluid sufficiently far away from the surface. As mentioned before, \( h_{\text{conv}} \) is not a property of the fluid, but is an experimentally determined factor based on a variety of hard-to-estimate factors.

When the fluid motion occurs only because of the density difference between heated ‘lighter’ air and cooler ‘heavier’ air, it is termed as Natural convection. Although the mechanism of natural convection is well understood, the complexities of fluid motion make it very difficult to obtain simple analytical equations for heat transfer. However, analytical solutions exist for some simple geometries and we are using the analytical equations for natural convection over a simple vertical plate of length \( L \) and temperature \( T_s \).

3.6.3 Temperature estimation

The quantity of interest is the final steady state surface temperature or \( T_s \). Since the convection heat transfer coefficient \( h_{\text{conv}} \) also depends on \( T_s \), to initiate the calculation, the surface temperature is assumed. This initial surface temperature is used to find \( h_{\text{conv}} \). Since the net heat transfer rate is known, using the calculated \( h_{\text{conv}} \), the surface temperature can be calculated. This process is repeated until the surface temperature converges to the actual value.

1. Assume an initial surface temperature \( T_s' \).

2. For radiation, \( T_{\text{surr}} \) is assumed to be 25°C and for natural convection, \( T_{\infty} \) is assumed to be 45°C. Also surface emissivity for radiation is assumed \( \varepsilon=0.6 \).

3. Calculate the film temperature

\[ T_f = \frac{T_s' + T_{\infty}}{2} \]  

(3.113)
4. For the film temperature $T_f$, the properties of air at 1 atm pressure are defined. $k$ is the thermal conductivity of air (W/m K), $\nu$ is the kinematic viscosity (m$^2$/s) and $Pr$ is the Prandtl number.

5. The length of the vertical surface is known as the characteristic length $L_c$. In case of the inductor, this will be equal to the height of the inductor.

6. Calculate the Rayleigh number $Ra_L$ and Nusselt number $Nu$.

$$Ra_L = \frac{g\beta(T_s' - T_\infty)L_c^3}{\nu^2} Pr$$

$$Nu = \left[0.825 + \frac{0.387Ra_L^{1/2}}{\left(1 + \left(\frac{0.492}{Pr}\right)^{9/16}\right)^{3/8}}\right]^2$$

where $g$ is the acceleration due to gravity (9.8 m/s$^2$) and $\beta$ is the volume expansion coefficient $=1/T_s$.

7. The convection heat transfer coefficient is given by this equation.

$$h_{conv} = \frac{Nu k}{L_c}$$

8. The net heat transfer rate is equal to the total power dissipated.

$$P_{conv} + P_{rad} = P_{loss}$$

$$P_{conv} + P_{rad} = h_{conv} A_s (T_s - T_\infty) + \varepsilon \sigma A_s (T_s^4 - T_{surr}^4)$$

9. Solving this fourth order polynomial equation gives $T_s''$. Steps 3-8 are repeated till the surface temperature converges to one number, which will be the actual surface temperature of the inductor for a power loss of $P_{loss}$.

### 3.6.4 Design example

The example considered is Ferrite core inductor with a single bobbin round wire winding. The inductor shape is defined in Fig. 3.4 (Chapter 3). The power loss in this inductor for a dc current of 14 A was measured to be 37 W. The total surface area, including core and
copper surface area is 0.062 $m^2$. The characteristic length $L_c$ is equal to the height of the inductor. Following the steps specified in the previous section,

1. Assume surface temperature is 85°C.

2. $T_f=65°C$. For this $T_f$, the properties of air at 1 atm pressure are [29]
   - $k=0.02881$ W/m K
   - $\nu=1.995 \times 10^{-5}$
   - $Pr=0.7177$

3. $Ra_L=7.349 \times 10^6$, $Nu=28.64$, $h_{conv}=5.67$ W/m$^2$ K.

4. Substituting $h_{conv}$ in Eq. (3.118) and solving for $T_s$, we get $T_s=91°C$.

5. Using this new $T_s$, we once again recalculate the convection coefficient. The new $h_{conv}=5.643$.

6. This time, solving Eq. (3.118) with the new $h_{conv}$ gives the same $T_s=91°C$. Hence, this is the final surface temperature (the experimentally measured temperature was 88°C).

### 3.7 Summary

The various sources of power loss in an inductor are discussed in detail. Particular attention is given to winding copper losses in the inductor. The equations describing the copper loss at various frequencies are derived for both foil winding and round wire winding. The principles of heat transfer are used to estimate the surface temperature of the inductor. The steps involved in thermal estimation are explained using a real-world example.
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Chapter 4

Results

4.1 Introduction

This chapter discusses some of the experimental results which were used to verify the filter design model derived in the previous chapters. All aspects of the design process were tested and verified by actual experiments to confirm the design assumptions. The frequency response characteristics of the LCL filter configuration is obtained from a network analyzer. Harmonics are sampled to ensure the output current conforms to the recommended IEEE current harmonic limits. Special attention is given to verify the power loss and thermal models. Based on the percent of match between the assumed model and actual experimental data, new predictions are made to find the most efficient LCL filter combination which still gives the required harmonic filtering.

4.2 LCL filter parameter ratings

<table>
<thead>
<tr>
<th></th>
<th>R</th>
<th>Y</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1$ (mH)</td>
<td>3.385</td>
<td>3.374</td>
<td>3.349</td>
</tr>
<tr>
<td>$L_2$ (mH)</td>
<td>3.439</td>
<td>3.407</td>
<td>3.369</td>
</tr>
<tr>
<td>Damping branch</td>
<td>$C_1$=8µF</td>
<td>$C_d$=8µF</td>
<td>$R_d$=25Ω</td>
</tr>
</tbody>
</table>

Table 4.1: LCL filter values for Ferrite core inductors
### 4.3 Frequency response

The impedance frequency response of the individual L and C components was measured to evaluate the differential mode parasitic impedances of each filter component. The differential mode impedance model of all inductors was found to be

\[
Z_L(s) = (sL + R) \left| \frac{1}{sC} \right|
\]

(4.1)

and the differential mode impedance model of the AC capacitors was

\[
Z_C(s) = \frac{1}{sC} + R + sL
\]

(4.2)

It was observed that parasitics of the individual L and C were insignificant at the frequency range of operation of the LCL filter. All the filter components showed reasonable expected operation in the frequency range of operation (Figures 4.1-4.5).

The frequency response of the LCL filter was measured using an analog network analyzer manufactured by AP Instruments. The network analyzer has a frequency range from 0.01 Hz to 15 MHz, with a maximum output of 1.77V. Current measurements were made with Textronix TCP300 AC/DC current probe and amplifier which has a bandwidth of 120 MHz. All the transfer functions of the LCL filter as detailed in chapter 1 were measured for different combination of L and C with each measurement in the frequency range of 10 Hz to 1 MHz with at least 1000 data points, each point averaged 40 times. Figures 4.6-4.11 show the actual output of the network analyzer for the transfer functions of \(i_g/v_i(v_g=0)\) and \(v_g/v_i(i_g=0)\) compared with the simulated frequency response.
4.3 Frequency response

The figures show the effect of damping with the Q-factor reducing considerably at the resonant frequency. Significant deviations in magnitude and phase can be observed in the frequency response characteristics from the expected ideal characteristics at frequencies beyond 100kHz. These deviations are caused by the parasitic impedances of the individual filter components which are dominant at such high frequencies.

*Figure 4.1*: Differential mode impedance response 5 kHz to 500 kHz; Ferrite core inductor
Figure 4.2: Differential mode impedance response 10 Hz to 1 MHz; Amorphous core 367S inductor

Figure 4.3: Differential mode impedance response 10 Hz to 1 MHz; Amorphous core 630 inductor
4.3 Frequency response

Figure 4.4: Differential mode impedance response 10 Hz to 1 MHz; Powder core inductor, foil winding

Figure 4.5: Differential mode impedance response 10 Hz to 1 MHz; Powder core inductor, round wire winding
Figure 4.6: LCL filter response $i_g/v_i$ ($v_g=0$); Ferrite core inductor, no damping

Figure 4.7: LCL filter response $i_g/v_i$ ($v_g=0$); Ferrite core inductor, $C_1=C_d=8\mu F$, $R_d=25\Omega$
4.3 Frequency response

Figure 4.8: LCL filter response $i_g/v_i$ ($v_g=0$); Amorphous core inductor, no damping

Figure 4.9: LCL filter response $i_g/v_i$ ($i_g=0$); Amorphous core inductor, $C_1=C_d=6\mu F$, $R_d=25\Omega$
Figure 4.10: LCL filter response $i_g/v_i$ ($v_g=0$); Powder core inductor, no damping

Figure 4.11: LCL filter response $i_g/v_i$ ($i_g=0$); Powder core inductor, $C_1=C_d=10\mu F, R_d=10\Omega$
4.4 Harmonic analysis

IEEE 519-1992 ‘Recommended Practices and Requirements for Harmonic Control in Electrical Power Systems’ defines distortion limits for both current and voltage in order to minimize interference between electrical equipment (Table 4.5). It is a system standard applied at the point of common coupling of all linear and nonlinear loads, and assumes steady state operation. Most utilities insist that current harmonic limits should be met at the output terminals of the nonlinear equipment. Hence to measure the effectiveness of the LCL filter, it is important to measure the output current harmonics at inductor $L_2$ which is connected to the point of common coupling to grid.

Open loop tests were conducted with the 3 phase inverter switching at 10 kHz with the modulation index adjusted to get full rated current at full dc bus voltage of 600V. This test enabled us to test the ability of the filter to attenuate the high frequency current ripple under the worst possible ripple conditions of low modulation index and open loop sine triangle modulation.

The equation for calculating current Total Harmonic Distortion THD is

$$I_{THD} = \frac{\sqrt{I_2^2 + I_3^2 + I_4^2 + \ldots}}{I_1} \times 100\%$$  \hspace{1cm} (4.3)

The equation for calculating current Total Demand Distortion TDD is

$$I_{TDD} = \frac{\sqrt{I_2^2 + I_3^2 + I_4^2 + \ldots}}{I_L} \times 100\%$$  \hspace{1cm} (4.4)

<table>
<thead>
<tr>
<th>Filter type</th>
<th>Modulation Index</th>
<th>Inverter side $I_{nom}$ (A)</th>
<th>$I_{sw}$ (A)</th>
<th>Grid side $I_{nom}$ (A)</th>
<th>$I_{sw}$ (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ferrite</td>
<td>0.165</td>
<td>14.58</td>
<td>1.39</td>
<td>13.71</td>
<td>0.01</td>
</tr>
<tr>
<td>Amorphous</td>
<td>0.294</td>
<td>14.34</td>
<td>0.91</td>
<td>14.73</td>
<td>0.02</td>
</tr>
<tr>
<td>Powder</td>
<td>0.135</td>
<td>13.72</td>
<td>2.64</td>
<td>14.39</td>
<td>0.05</td>
</tr>
</tbody>
</table>

*Table 4.4: Inverter settings for harmonic measurement; $V_{dc} =$600V, $f_{sw} =$10 kHz*
Results

<table>
<thead>
<tr>
<th>Maximum Harmonic Current Distortion in Percent of $I_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual Harmonic Order (Odd Harmonics)</td>
</tr>
<tr>
<td>$I_{SC}/I_L$ $&lt;11$ $11 \leq h &lt; 17$ $17 \leq h &lt; 23$ $23 \leq h &lt; 35$ $35 \leq h$ $TDD$</td>
</tr>
<tr>
<td>$&lt;20$ $4.0$ $2.0$ $1.5$ $0.6$ $0.3$ $5.0$</td>
</tr>
</tbody>
</table>

Table 4.5: Current distortion limits for general distribution systems IEEE 519-1992

| $L_1=L_2$ $C_1=C_d$ $R_d$ $f_{res}$ $I_{nom}$ $I_{max}$ $I_{sw}/I_{max}$ $TDD$ |
| 3.4 $8$ $25$ $1$ $13.71$ $14.58$ $0.08$ $7.7$ |
| 5.4 $6$ $25$ $1$ $15.01$ $15.45$ $0.09$ $1.5$ |
| 1.7 $10$ $10$ $1.18$ $13.97$ $15.45$ $0.32$ $10$ |

Table 4.6: Measured output current harmonics and TDD

Figure 4.12: Current waveform and harmonic spectrum; Ferrite core inductor
4.4 Harmonic analysis

Figure 4.13: Current waveform and harmonic spectrum; Amorphous core inductor
Figure 4.14: Current waveform and harmonic spectrum; Powder core inductor
4.5 Power loss

The efficiency of the LCL filter was tested under short circuit conditions (Fig. 4.15). The modulation method used was sine triangle modulation under open loop conditions. Additionally the dc bus mid-point was connected to the three phase capacitor star point. The combination of the low modulation index (to get rated current) and high dc bus voltage gave the worst case current ripple. Hence the losses in this section represent the highest possible losses for the LCL filter.

Tables 4.7-4.10 show the comparison between measured and calculated power loss. The “Designed” column shows the predicted current harmonics and power loss for the dominant harmonics of fundamental and switching frequency. The expected core loss for both fundamental and switching harmonic current is also shown as a single number. The “Actual” column shows the actual measured current harmonics and measured power loss. Harmonics were calculated from the current waveform sampled by a digital oscilloscope. Power measurements were made using a three phase six channel digital power meter. The “Expected” column shows the expected power loss - both copper and core, for the actual current harmonics, which were calculated by using the measured current harmonics in the power loss equations (Chapter 2). The last row shows the percent error between the measured (or actual) power loss and expected power loss.

![Figure 4.15: Power loss test setup](image_url)
### Table 4.7: Comparison between designed efficiency and actual measured power loss; Ferrite core inductor-round wire winding

<table>
<thead>
<tr>
<th>Designed</th>
<th>Actual</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>W</td>
<td>A</td>
</tr>
<tr>
<td>DC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$f_1$</td>
<td>14.58</td>
<td>17.53</td>
</tr>
<tr>
<td>SW</td>
<td>1.138</td>
<td>4.336</td>
</tr>
<tr>
<td>Core Loss (W)</td>
<td>*</td>
<td>0.052</td>
</tr>
<tr>
<td>Total Loss (W)</td>
<td>*</td>
<td>21.925</td>
</tr>
<tr>
<td>Error (%)</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

### Table 4.8: Comparison between designed efficiency and actual measured power loss; Amorphous core inductor-foil winding

<table>
<thead>
<tr>
<th>Designed</th>
<th>Actual</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>W</td>
<td>A</td>
</tr>
<tr>
<td>DC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$f_1$</td>
<td>15.45</td>
<td>12.80</td>
</tr>
<tr>
<td>SW</td>
<td>0.683</td>
<td>0.097</td>
</tr>
<tr>
<td>Core Loss (W)</td>
<td>*</td>
<td>3.857</td>
</tr>
<tr>
<td>Total Loss (W)</td>
<td>*</td>
<td>16.75</td>
</tr>
<tr>
<td>Error (%)</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

### Table 4.9: Comparison between designed efficiency and actual measured power loss; Powder core inductor-foil winding

<table>
<thead>
<tr>
<th>Designed</th>
<th>Actual</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>W</td>
<td>A</td>
</tr>
<tr>
<td>DC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$f_1$</td>
<td>15.45</td>
<td>12.18</td>
</tr>
<tr>
<td>SW</td>
<td>2.115</td>
<td>0.494</td>
</tr>
<tr>
<td>Core Loss (W)</td>
<td>*</td>
<td>7.645</td>
</tr>
<tr>
<td>Total Loss (W)</td>
<td>*</td>
<td>20.31</td>
</tr>
<tr>
<td>Error (%)</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>
4.6 Temperature rise

The thermal model from Chapter 2 was verified through DC temperature tests. All the inductors were connected in series with a adjustable DC current source. Initially current was set at the rated current of the inductor. The temperature of individual inductors was measured using K-type thermocouples embedded inside the winding of the inductor. In most cases, two thermocouples were used per inductor, one embedded close to the first turn (“inner”) and the second at the last turn (“outer”). Concurrently, the electrical power loss in each inductor was accurately measured. When the inductor reached thermal stability the current setting was reduced to a new lower value. Again the temperature was tracked till it became constant. This ensured that precise steady state temperature reading was available for different power levels. The experiment was repeated for decreasing current levels –14 A, 10 A, 7.5 A, 5 A and 2.5 A.

<table>
<thead>
<tr>
<th>Inductor type</th>
<th>Measured</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Power loss W</td>
<td>Ambient °C</td>
</tr>
<tr>
<td>Ferrite</td>
<td>38.8</td>
<td>30</td>
</tr>
<tr>
<td>Amorphous AMCC 367S</td>
<td>13.52</td>
<td>30</td>
</tr>
<tr>
<td>Amorphous AMCC 630</td>
<td>9.01</td>
<td>30</td>
</tr>
<tr>
<td>Powder foil winding</td>
<td>13.13</td>
<td>29</td>
</tr>
<tr>
<td>Powder round wire winding</td>
<td>13.32</td>
<td>29</td>
</tr>
</tbody>
</table>

*Table 4.11: Theoretical temperature prediction and actual steady state temperature readings*
**Figure 4.16:** DC temperature test; Ferrite core inductor with round wire winding

**Figure 4.17:** DC temperature test; Amorphous core AMCC367S inductor with foil winding
4.6 Temperature rise

Figure 4.18: DC temperature test; Amorphous core AMCC630 inductor with foil winding

Figure 4.19: DC temperature test; Powder core inductor with foil winding
Figure 4.20: DC temperature test; Powder core inductor with round wire winding, two bobbin design
4.7 Minimum power loss design

As discussed earlier, losses in the inductor are quite significant and any efficiency and thermal optimization of the LCL filter will have to focus on the inductors $L_1$ and $L_2$ to make a noticeable difference in the efficiency of the overall filter. The cost of the passive filter components is another area where significant gains can be made by reducing the size and weight of the individual filter components. At the same time, the IEEE recommended limits for high frequency current ripple must also be met if the filter is to be used for a grid connected power converter. For a 10kVA system with a base voltage of $V_{base}=239.6V$ operating at a switching frequency of 10kHz with the dc bus voltage at 861V, the minimum $L_{pu} = L_{1(pu)} + L_{2(pu)}$ is given by Eq. (1.74) (Chapter 1).

$$L_{pu} = \frac{1}{\omega_{sw(pu)} \left| \frac{i_{g(pu)}}{v_i(pu)} \right|} \left| \frac{1}{1 - \frac{\omega_{sw(pu)}^2}{\omega_{res(pu)}^2}} \right|$$

$$L_{pu} = \frac{1}{200 \left( \frac{0.003}{0.898} \right)} \left| \frac{1}{1 - \frac{200^2}{20^2}} \right| = 0.015$$

The resonant frequency is set at 1kHz and voltage harmonic at switching frequency is assumed to be one-fourth of dc bus voltage.

Hence a minimum $L_{pu}$ of 0.015pu is sufficient to meet IEEE recommendations for harmonics $\geq 35$. The next step is to test if this is also the most efficient rating. The power loss in each individual component of the LCL filter should be examined to derive the most efficient filter configuration. The inverter-side inductor $L_1$ is subjected to both the fundamental load current and the switching frequency ripple current. The switching frequency ripple is attenuated sufficiently at the output of the filter, so that the power loss in the grid-side inductor will be almost exclusively because of the fundamental current. The power loss in the damping branch depends not only on the fundamental and switching frequency voltage ripple, but also the damping resistor $R_d$ and the ratio of $C_d/C_1$.

The losses in an inductor depend on the type of core material and type of winding but there are certain trends that are common for all types of inductors. The copper losses at fundamental frequency directly depend on the number of turns of copper, so it will increase with higher $L_{pu}$. The copper losses at switching frequency is more sensitive to skin effect and proximity effect and will not change linearly with $L_{pu}$. In particular, losses in round wire windings are affected by the number of layers of winding. The
core loss at fundamental frequency for the magnetic materials used in high frequency operation is insignificant and can be usually ignored. But core loss at switching frequency is dependent on the flux density due to switching frequency current ripple and can be quite prominent in certain materials. High current ripple because of low $L_{pu}$ will translate to higher core loss at switching frequency. Additionally, the total $C_{pu}$ has to be increased to maintain the same resonant frequency while decreasing $L_{pu}$. The power loss in the damping circuit will increase linearly with $C_{pu}$.

The essence of the previous discussion is that as the $L_{pu}$ is varied (with the minimum at 0.015 pu), the total power loss of the LCL filter will follow an approximate inverted bell shaped curve with high loss at low $L_{pu}$ because of the higher current ripple and high loss again at high $L_{pu}$ because of fundamental current. But there is an minimum point in this curve which will give the highest efficiency and the lowest total loss. At the same time, as this $L_{pu}$ is greater than the minimum required, it will satisfy the IEEE requirements for filtering. The $L_{pu}$ at which this minimum loss occurs will not be affected by the losses in the damping circuit, since this loss varies linearly. The subsequent figures investigate this optimum $L_{pu}$ for inductors designed with different core materials and different windings. All the data points are viable designs with the least possible number of turns for each value of inductance and all designs ensure that flux density in the core is within the saturation limits. The total capacitance $C_{pu}$ is adjusted to keep the resonant frequency at 1kHz in every case.

The minimum loss designs in Figures 4.21–4.42 are optimized considering only the LCL filter efficiency. But if we consider the entire power converter, the LCL filter is only one part of the entire converter hardware, and choice of most efficient $L_{pu}$ can have implications for the overall efficiency of the power converter. The LCL filter is designed for high power voltage source converters switching at a minimum of 10kHz. IGBTs are the most suitable switching devices for such applications. The switching loss in IGBTs is approximately unaffected by the high frequency current ripple assuming same turn on and turn off loss. The conduction loss depends on the on-state resistance $R_{DS}$ which actually varies with the current, which means it will be affected by the current ripple. But since $R_{DS}$ of most common IGBT devices is less the dc resistance of the total inductance of the LCL filter, the minimum loss design is not expected to significantly increase the losses in the IGBT devices.
4.8 Loss profile for ferrite core inductors

Figures 4.21–4.28 show the power loss and temperature rise for the various components of the LCL filter for increasing $L_{pu}$. The inductors used are Ferrite core inductors with round wire winding. Figures 4.21–4.24 detail the various losses and estimated temperature of the inverter-side inductor $L_1$. From Fig. 4.21, we can observe the effect of proximity effect on the copper loss at switching frequency. As $L_{pu}$ changes from 0.04pu to 0.05pu, the number of layers is incremented by one, hence there is a noticeable rise in the copper loss. Subsequently, as the current ripple decreases (because of higher $L_{pu}$) the switching frequency copper loss reduces till the number of layers is again increased at 0.11pu. But the fundamental copper loss is independent of decrease in current ripple. Core losses do not affect the total loss after inductance is increased beyond 0.04pu. Fig. 4.23 shows the total loss and the minimum loss point occurring at 0.04pu. Fig. 4.24 shows the operating temperature which mirrors the total loss in shape.

Figures 4.25–4.26 show the losses in grid-side inductor $L_2$, where the switching current ripple is sufficiently attenuated and therefore does not contribute to power loss. The loss in the damping branch $C_1$-$C_d$-$R_d$ is shown in Fig 4.27. The resonant frequency is kept constant, and hence as $L_{pu}$ is increased, $C_{pu}$ is simultaneously reduced, which also reduces the damping losses. The total LCL filter losses are shown in Fig 4.28. We can observe that the minimum power loss point for $L_1$ and the entire LCL filter are essentially same.

![Copper loss at 50Hz and switching frequency in L1](image)

*Figure 4.21: Estimated copper loss in $L_1$ for different pu ratings of $L_1+L_2$; Ferrite core inductor with round wire winding*
Figure 4.22: Estimated core loss in $L_1$ for different pu ratings of $L_1+L_2$; Ferrite core inductor with round wire winding.

Figure 4.23: Estimated total power loss in $L_1$ for different pu ratings of $L_1+L_2$; Ferrite core inductor with round wire winding.
4.8 Loss profile for ferrite core inductors

Figure 4.24: Estimated operating temperature of $L_1$ for different pu ratings of $L_1+L_2$; Ferrite core inductor with round wire winding

Figure 4.25: Estimated copper loss in $L_2$ for different pu ratings of $L_1+L_2$; Ferrite core inductor with round wire winding
Figure 4.26: Estimated core loss in $L_2$ for different pu ratings of $L_1+L_2$; Ferrite core inductor with round wire winding

Figure 4.27: Estimated damping circuit loss for different pu ratings of $C_1+C_d$; Ferrite core inductor with round wire winding
4.8 Loss profile for ferrite core inductors

Figure 4.28: Estimated total power loss in LCL filter for different pu ratings of $L_1+L_2$: Ferrite core inductor with round wire winding
4.9 Loss profile for amorphous core inductors

Figures 4.29–4.35 show the power loss and temperature rise for varying $L_{pu}$ for the LCL filter made of Amorphous core inductors with foil winding. Figures 4.29–4.32 detail the power loss and temperature of inverter-side inductor $L_1$. Fig 4.29 indicates that copper loss at switching frequency decreases consistently with $L_{pu}$ with no upward bumps in the curve. Amorphous core materials have higher core losses compared to Ferrite materials and it can be observed from Fig. 4.30 that at low $L_{pu}$, the switching frequency core loss is the dominant loss. The total power loss curve is constant from 0.04pu to 0.1pu since any decrease in switching frequency core loss is offset by increase in fundamental frequency copper loss.

The power loss in the damping circuit is not shown since it is same as Fig 4.27. The loss in the damping circuit depends on the switching frequency and base voltage rating, and is unaffected by choice of inductors. As in the case of the ferrite inductors, the minimum power loss point depends strongly on the loss curve of the inverter-side inductor $L_1$.

![Graph showing Copper Loss at 50Hz and switching frequency](image)

*Figure 4.29: Estimated copper loss in $L_1$ for different pu ratings of $L_1+L_2$; Amorphous core inductor with foil winding*
4.9 Loss profile for amorphous core inductors

![Core Loss at 50Hz and switching frequency](image)

**Figure 4.30:** Estimated core loss in $L_1$ for different pu ratings of $L_1+L_2$; Amorphous core inductor with foil winding

![Total power loss in L1](image)

**Figure 4.31:** Estimated total power loss in $L_1$ for different pu ratings of $L_1+L_2$; Amorphous core inductor with foil winding
Figure 4.32: Estimated operating temperature of $L_1$ for different pu ratings of $L_1+L_2$; Amorphous core inductor with foil winding

Figure 4.33: Estimated copper loss in $L_2$ for different pu ratings of $L_1+L_2$; Amorphous core inductor with foil winding
Figure 4.34: Estimated core loss in $L_2$ for different pu ratings of $L_1+L_2$; Amorphous core inductor with foil winding.

Figure 4.35: Estimated total power loss in LCL filter for different pu ratings of $L_1+L_2$; Amorphous core inductor with foil winding.
4.10 Loss profile for powder core inductors

Figures 4.36–4.42 show the power loss and temperature rise for varying $L_{pu}$ for the LCL filter made of Powder core inductors with round wire winding. Figures 4.36–4.39 show the power loss and operating temperature of $L_1$. The switching frequency copper loss curve in Fig. 4.36 is similar to Fig. 4.21, since the same proximity effect is dominant in this case. Powder core materials are temperature sensitive and maximum operating temperature is around 200°C, hence the $L_{pu}$ designs below 0.04pu are not feasible. The minimum $L_{pu}$ for powder core inductors is around 0.06pu which does not change even with the addition of losses in damping branch and grid-side inductor $L_1$.

![Copper loss at 50Hz and switching frequency](image)

*Figure 4.36: Estimated copper loss in $L_1$ for different pu ratings of $L_1+L_2$; Powder core inductor with round wire, two bobbin design*
4.10 Loss profile for powder core inductors

**Figure 4.37:** Estimated core loss in $L_1$ for different pu ratings of $L_1+L_2$; Powder core inductor with round wire, two bobbin design

**Figure 4.38:** Estimated total power loss in $L_1$ for different pu ratings of $L_1+L_2$; Powder core inductor with round wire, two bobbin design
Figure 4.39: Estimated operating temperature of $L_1$ for different pu ratings of $L_1+L_2$; Powder core inductor with round wire, two bobbin design.

Figure 4.40: Estimated copper loss in $L_2$ for different pu ratings of $L_1+L_2$; Powder core inductor with round wire, two bobbin design.
4.10 Loss profile for powder core inductors

**Figure 4.41:** Estimated core loss in $L_2$ for different pu ratings of $L_1+L_2$; Powder core inductor with round wire, two bobbin design

**Figure 4.42:** Estimated total loss in LCL filter for different pu ratings of $L_1+L_2$; Powder core inductor with round wire, two bobbin design
4.11 Summary

Experimental results of filtering characteristics show a good match with analysis in the frequency range of interconnected inverter applications. The high frequency harmonic spectrum of the output current was well within the IEEE specifications for the rating of the power converter. The analytical equations predicting the power loss in inductors were verified through short circuit tests using a 3φ 10kVA power converter. The steady state temperature rise in individual inductors was measured and compared with the expected temperature rise. Loss curves for core loss and copper loss for different per unit rating of total inductance were formulated. Simultaneously, the total capacitance per unit was adjusted to maintain the same resonant frequency. Power loss in the damping circuit was calculated for different per unit ratings. The total LCL filter loss per phase was plotted. These loss curves were used to find the most efficient LCL filter design for three different core material - ferrite, amorphous, powder and two different winding types - round and foil.
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Conclusions

The present research work originated from a sponsored project to investigate the optimal size and rating of low pass filters for grid connected power converters. As part of this project, an extensive literature survey was conducted to ascertain the current state of art in the area of filter design for grid connected power converters. There were several deficiencies in the present approach that were identified -some issues include use of arbitrary “thumb-rules” for design, design procedures that resulted in over-rated designs and design assumption which would result in bulky and as well as lossy designs.

The approach followed in this thesis tries to overcome some of the deficiencies of the previous approach. The third order LCL filter was found to offer a good balance between harmonic filtering as well as additional complexity in control. A system level approach is used to obtain the most relevant transfer functions for design. The IEEE specifications for high frequency current ripple were used as a major constraint early in the design to ensure all subsequent optimizations were still compliant with the IEEE limits.

The inductors of the LCL filter were identified as the component with the most potential for improvement. Attention was given to the power loss in an inductor, and all the major sources of loss -copper loss, core loss were thoroughly investigated and analytical equations derived. Thermal analysis of inductors ensured that the steady state operating conditions of the entire filter was within normal bounds.

The current methods for inductor construction were tested and deficiencies in the present methods were identified. New methods to easily and accurately design inductors for three different core materials - Amorphous, Powder and Ferrite were formulated. The effectiveness of foil winding vs round wire winding was also investigated by incorporating both the winding types in the design.
All the design assumptions were thoroughly verified by actual construction and testing. Frequency response was measured using a network analyzer. Harmonic spectrum of output was sampled and verified to be within IEEE norms. Power loss in individual inductors was measured by short circuit testing in combination with a 3 phase 10kVA power converter. The steady state temperature rise in individual inductors was measured and compared favorably with the expected temperature rise. Using these results, the most efficient LCL filter design with least temperature rise but which still meets IEEE harmonic standards was found for ferrite, amorphous and powder core materials.

Future research possibilities

The system level transfer function analysis currently does not include several grid dependent parameters like low voltage ride-through requirements, dynamic response, active and hybrid damping requirements. These additional constraints can be included in the filter design process.

Presently the analytical equations used for power loss estimation have a limited range of accuracy. Advanced modeling methods like Finite Element Method may be investigated to obtain more accurate predictions on the power loss. Similarly, thermal analysis can be enhanced by including fluid modeling methods for natural convection to accurately estimate the operating temperature of the inductors.

The models to estimate fringing in this thesis are approximately accurate at best. Finite Element Methods at small mesh sizes can be used to model the fringing flux at large air gaps.

The power loss of individual components in this thesis is tested in stand-alone converter mode under short circuit conditions. These conditions give the worst case current ripple conditions because of the low modulation index of the power converter. The efficiency of the filter can be tested in actual grid connected mode to test the variation in the losses. This test will result in lower losses and improved thermal characteristics of the filter. Additionally, advanced PWM methods with non-conventional sequences can be implemented to further reduce the high frequency ripple current losses.

The minimum loss $L_{pu}$ designs have other implications on grid connected power converter which can be investigate to further optimize the LCL filter.
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Electromagnetic equations

A.1 Introduction

This chapter gives the theoretical background for the electromagnetic equations used in Chapter 3. The vector equations and other derivations are referenced from established texts on electromagnetics [1]–[6]. Sections A.2-A.3 introduce the Wave equation for time-harmonic fields. Sections A.4-A.5 solve the vector wave equation in both rectangular and cylindrical co-ordinates. Section A.6 gives a short introduction to Bessel functions. Section A.7 derives the wave equation in terms of magnetic vector potential and electric scalar potential.

A.2 Maxwell’s Equations

The differential form of Maxwell’s equations are used to describe and relate field vectors, current densities, and charge densities at any point in space at any time. These equations are valid only if field vectors are single-valued, bounded, continuous functions of position and time and exhibit continuous derivatives. But most practical field problems involve systems containing more than one kind of material. In case there exist abrupt changes in charges and current densities, the variation of the field vectors are related to the discontinuous distribution of charges and currents by boundary conditions. So a complete description of field vectors at any point requires both the Maxwell’s equations and the associated boundary conditions. In differential form, Maxwell’s equations are written
All these field quantities - \( E, H, D, B, J \) are assumed to be time-varying, and each is a function of space-time coordinates, i.e \( E = E(x, y, z; t) \). However, in many practical systems involving electromagnetic waves the time variations are of cosinusoidal form and are referred as time-harmonic. Such time variations are represented by \( e^{j\omega t} \) and the instantaneous electromagnetic field vectors are related to their complex forms in a very simple manner.

\[
E(x, y, z; t) = \text{Re} \left[ E(x, y, z) e^{j\omega t} \right] \quad (A.5)
\]

\[
H(x, y, z; t) = \text{Re} \left[ H(x, y, z) e^{j\omega t} \right] \quad (A.6)
\]

\[
D(x, y, z; t) = \text{Re} \left[ D(x, y, z) e^{j\omega t} \right] \quad (A.7)
\]

\[
B(x, y, z; t) = \text{Re} \left[ B(x, y, z) e^{j\omega t} \right] \quad (A.8)
\]

\[
J(x, y, z; t) = \text{Re} \left[ J(x, y, z) e^{j\omega t} \right] \quad (A.9)
\]

\( E, H, D, B, J \) represent instantaneous field vectors while \( E, H, B, D, J \) represent the corresponding complex spatial forms which are only a function of position. Here we have chosen to represent the instantaneous quantities by the real part of the product of the corresponding complex spatial quantities with \( e^{j\omega t} \). Another option would be to represent the instantaneous quantities by the imaginary product of the products. The magnitudes of the instantaneous fields represent peak values that are related to the RMS values by \( \sqrt{2} \).

The Maxwell’s equations in differential form can be written in terms of the complex field vectors by a simple substitution.

- Replace the instantaneous field vectors by corresponding spatial forms
- Replace \( \partial / \partial t \) by \( j\omega \).

\[
\nabla \times E = -j\omega B \quad (A.10)
\]
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\[ \nabla \times \mathbf{H} = \mathbf{J} + j\omega \mathbf{D} \quad (A.11) \]
\[ \nabla \cdot \mathbf{D} = q \quad (A.12) \]
\[ \nabla \cdot \mathbf{B} = 0 \quad (A.13) \]

### A.3 Wave Equation

The first two Maxwell’s equations (Eq (A.1) and (A.2)) are first order, coupled equations i.e both unknown fields \( \mathbf{E} \), \( \mathbf{H} \) appear in each equation. To uncouple these equations, we have to increase the order of the differential equations to second order. Taking curl on both sides of each equation,

\[ \nabla \times \nabla \times \mathbf{E} = -\mu \frac{\partial}{\partial t} (\nabla \times \mathbf{H}) \quad (A.14) \]
\[ \nabla \times \nabla \times \mathbf{H} = \nabla \times \mathbf{J} + \varepsilon \frac{\partial}{\partial t} (\nabla \times \mathbf{E}) \quad (A.15) \]

Substituting Eq (A.1) and Eq (A.2) and using the vector identity

\[ \nabla \times \nabla \times \mathbf{F} = \nabla (\nabla \cdot \mathbf{F}) - \nabla^2 \mathbf{F} \quad (A.16) \]

we get

\[ \nabla (\nabla \cdot \mathbf{E}) - \nabla^2 \mathbf{E} = -\mu \frac{\partial \mathbf{J}}{\partial t} - \mu \varepsilon \frac{\partial^2 \mathbf{E}}{\partial t^2} \quad (A.17) \]
\[ \nabla (\nabla \cdot \mathbf{H}) - \nabla^2 \mathbf{H} = \nabla \times \mathbf{J} - \mu \varepsilon \frac{\partial^2 \mathbf{H}}{\partial t^2} \quad (A.18) \]

Substituting Eq (A.3) and Eq (A.4) in the above equation

\[ \nabla \cdot \mathbf{D} = \varepsilon \nabla \cdot \mathbf{E} = q \implies \nabla \cdot \mathbf{E} = \frac{q}{\varepsilon} \quad (A.19) \]
\[ \nabla \cdot \mathbf{B} = \mu \nabla \cdot \mathbf{H} = 0 \quad (A.20) \]

and using the constitutive parameter \( \sigma \)

\[ \mathbf{J} = \sigma \mathbf{E} \quad (A.21) \]
we get

\[ \nabla^2 \mathbf{E} = \frac{1}{\varepsilon} \nabla \cdot \mathbf{q} + \mu \sigma \frac{\partial \mathbf{E}}{\partial t} + \mu \varepsilon \frac{\partial^2 \mathbf{E}}{\partial t^2} \]  \hspace{1cm} (A.22)

\[ \nabla^2 \mathbf{H} = \mu \sigma \frac{\partial \mathbf{H}}{\partial t} + \mu \varepsilon \frac{\partial^2 \mathbf{H}}{\partial t^2} \]  \hspace{1cm} (A.23)

Equations (A.22) and (A.23) are referred to as vector wave equations for \( \mathbf{E} \) and \( \mathbf{H} \). For source-free regions, \( \mathbf{q} = 0 \).

\[ \nabla^2 \mathbf{E} = \mu \sigma \frac{\partial \mathbf{E}}{\partial t} + \mu \varepsilon \frac{\partial^2 \mathbf{E}}{\partial t^2} \]  \hspace{1cm} (A.24)

\[ \nabla^2 \mathbf{H} = \mu \sigma \frac{\partial \mathbf{H}}{\partial t} + \mu \varepsilon \frac{\partial^2 \mathbf{H}}{\partial t^2} \]  \hspace{1cm} (A.25)

For lossless media, \( \sigma = 0 \),

\[ \nabla^2 \mathbf{E} = \mu \varepsilon \frac{\partial^2 \mathbf{E}}{\partial t^2} \]  \hspace{1cm} (A.26)

\[ \nabla^2 \mathbf{H} = \mu \varepsilon \frac{\partial^2 \mathbf{H}}{\partial t^2} \]  \hspace{1cm} (A.27)

For time-harmonic fields, the wave equations (for source-free media) are

\[ \nabla^2 \mathbf{E} = j \omega \mu \sigma \mathbf{E} - \omega^2 \mu \varepsilon \mathbf{E} = \gamma^2 \mathbf{E} \]  \hspace{1cm} (A.28)

\[ \nabla^2 \mathbf{H} = j \omega \mu \sigma \mathbf{H} - \omega^2 \mu \varepsilon \mathbf{H} = \gamma^2 \mathbf{H} \]  \hspace{1cm} (A.29)

where

\[ \gamma^2 = j \omega \mu \sigma - \omega^2 \mu \varepsilon \]  \hspace{1cm} (A.30)

\[ \gamma = \alpha + j \beta \]  \hspace{1cm} (A.31)

- \( \gamma \) = propagation constant
- \( \alpha \) = attenuation constant
- \( \beta \) = phase constant (or wave number)
If we allow positive and negative values of $\sigma$

$$\gamma = \pm \sqrt{j\omega\mu(\sigma + j\omega\varepsilon)} = \begin{cases} \pm(\alpha + j\beta) & \text{for } +\sigma \\ \pm(\alpha - j\beta) & \text{for } -\sigma \end{cases}$$ \hspace{1cm} (A.32)$$

For source-free and lossless media,

$$\nabla^2 E = -\omega^2 \mu \varepsilon E = -\beta^2 E$$ \hspace{1cm} (A.33)

$$\nabla^2 H = -\omega^2 \mu \varepsilon H = -\beta^2 H$$ \hspace{1cm} (A.34)

Equations of the form of (A.33) and (A.34) are known as homogeneous vector Helmholtz equations.

The time variations of most practical problems are time-harmonic. Fourier series can be used to express time variations of other forms in terms of a number of time-harmonic terms. For many cases, the vector wave equations reduce to a number of scalar Helmholtz equations, and general solutions can be constructed once solutions to each of the scalar Helmholtz equations are found.

One method that can be used to solve the scalar Helmholtz equation is known as separation of variables. This leads to solutions which are products of three functions (for three-dimensional problems), each function depending upon one coordinate variable only. Such solutions can be added to form a series which represent very general functions. The single-product solutions of the wave equation will represent modes which can propagate individually.

### A.4 Rectangular coordinate system

In rectangular coordinate system, the vector wave equations are reduced to three scalar wave Helmholtz equations. Assuming source free ($q = 0$) but lossy medium ($\sigma \neq 0$), both $E$ and $H$ must satisfy Eqns (A.28) and (A.29). We can consider the solution to $E$ and write the solution to $H$ by inspection.

In rectangular coordinates, the general solution for $E(x,y,z)$ can be written as

$$E(x,y,z) = \hat{a}_x E_x(x,y,z) + \hat{a}_y E_y(x,y,z) + \hat{a}_z E_z(x,y,z)$$ \hspace{1cm} (A.35)

$$\nabla^2 E - \gamma^2 E = \nabla^2 (\hat{a}_x E_x + \hat{a}_y E_y + \hat{a}_z E_z) - \gamma^2 (\hat{a}_x E_x + \hat{a}_y E_y + \hat{a}_z E_z) = 0$$ \hspace{1cm} (A.36)
which reduces to three scalar wave equations of

$$\nabla^2 E_x(x,y,z) - \gamma^2 E_x(x,y,z) = 0$$  \hspace{1cm} (A.37)

$$\nabla^2 E_y(x,y,z) - \gamma^2 E_y(x,y,z) = 0$$  \hspace{1cm} (A.38)

$$\nabla^2 E_z(x,y,z) - \gamma^2 E_z(x,y,z) = 0$$  \hspace{1cm} (A.39)

where

$$\gamma^2 = j \omega \mu (\sigma + j \omega \epsilon)$$  \hspace{1cm} (A.40)

Equations (A.37), (A.38) and (A.39) are of same form; once a solution of any of them is obtained, the solution to the others can be written by inspection. Choosing $E_x$, in expanded form

$$\nabla^2 E_x - \gamma^2 E_x = \frac{\partial^2 E_x}{\partial x^2} + \frac{\partial^2 E_x}{\partial y^2} + \frac{\partial^2 E_x}{\partial z^2} - \gamma^2 E_x = 0$$  \hspace{1cm} (A.41)

Using method of separation of variables, we can assume a solution for $E_x(x,y,z)$

$$E_x(x,y,z) = f(x)g(y)h(z)$$  \hspace{1cm} (A.42)

where the $x,y,z$ variations of $E_x$ are separable. Substituting Eq (A.42) in Eq (A.41),

$$gh \frac{\partial^2 f}{\partial x^2} + fh \frac{\partial^2 g}{\partial y^2} + fg \frac{\partial^2 h}{\partial z^2} - \gamma^2 fgh = 0$$  \hspace{1cm} (A.43)

Since $f(x)$, $g(y)$ and $h(z)$ are each a function of only one variable, we can replace partial by ordinary derivatives. Also dividing by $fgh$ we get

$$\frac{1}{f} \frac{d^2 f}{dx^2} + \frac{1}{g} \frac{d^2 g}{dy^2} + \frac{1}{h} \frac{d^2 h}{dz^2} = \gamma^2$$  \hspace{1cm} (A.44)

Each of the terms on the left hand side is a function of only a single independent variable; hence the sum of these terms can equal $\gamma^2$ only if each term is a constant. So Eq (A.44) separates into three equation of the form,

$$\frac{1}{f} \frac{d^2 f}{dx^2} = \gamma_x^2$$  \hspace{1cm} (A.45)

$$\frac{1}{g} \frac{d^2 g}{dy^2} = \gamma_y^2$$  \hspace{1cm} (A.46)
In addition
\[
\frac{1}{h} \frac{d^2 h}{dz^2} = \gamma^2 \tag{A.47}
\]

(A.47)

In addition
\[
\gamma_x^2 + \gamma_y^2 + \gamma_z^2 = \gamma^2 \tag{A.48}
\]

(A.48)

Eq (A.48) is known as the constraint equation. The solution to Eq (A.45) can take different forms. In terms of exponentials \(f(x)\) has solution
\[
f_1(x) = A_1 e^{-\gamma x} + B_1 e^{+\gamma x} \tag{A.49}
\]

(A.49)

or writing in terms of hyperbolic functions
\[
f_2(x) = C_1 \cosh(\gamma x) + D_1 \sinh(\gamma x) \tag{A.50}
\]

(A.50)

g(y) and h(z) can be expressed in exactly the same form, with different constants and roots of the solution.
\[
g_1(y) = A_2 e^{-\gamma y} + B_2 e^{+\gamma y} \tag{A.51}
\]

(A.51)
\[
g_2(y) = C_2 \cosh(\gamma y) + D_2 \sinh(\gamma y) \tag{A.52}
\]

(A.52)
\[
h_1(z) = A_3 e^{-\gamma z} + B_3 e^{+\gamma z} \tag{A.53}
\]

(A.53)
\[
h_2(z) = C_3 \cosh(\gamma z) + D_3 \sinh(\gamma z) \tag{A.54}
\]

(A.54)

The appropriate form of \(f\), \(g\) and \(h\) chosen to represent the solution of \(E_x\) is decided by the geometry of the problem. A similar procedure can be used to derive the other components of \(\mathbf{E}\) i.e \(E_y\) and \(E_z\). The instantaneous electric and magnetic field components can be obtained by multiplying the factor \(e^{j\omega t}\) and taking the real part.

### A.5 Cylindrical coordinate system

If the geometry of the system is in cylindrical configuration then the boundary-value problem for \(\mathbf{E}\) and \(\mathbf{H}\) should be solved using cylindrical coordinates. As in rectangular coordinates, we can consider the solution of \(\mathbf{E}\) and \(\mathbf{H}\) will have the same form. In cylindrical coordinates a general solution to the vector wave equation is given by
\[
\mathbf{E}(\rho, \phi, z) = \hat{a}_\rho E_\rho(\rho, \phi, z) + \hat{a}_\phi E_\phi(\rho, \phi, z) + \hat{a}_z E_z(\rho, \phi, z) \tag{A.55}
\]

(A.55)
where \( \rho \) (rho), \( \phi \) (phi) and \( z \) are the cylindrical coordinates as shown in fig A.1. From Eq (A.28)

\[
\nabla^2 (\hat{a}_\rho E_\rho + \hat{a}_\phi E_\phi + \hat{a}_z E_z) = \gamma^2 (\hat{a}_\rho E_\rho + \hat{a}_\phi E_\phi + \hat{a}_z E_z)
\]

which does not reduce to three simple scalar wave equations, similar to Eqns (A.37)-(A.39) because

\[
\nabla^2 (\hat{a}_\rho E_\rho) \neq \hat{a}_\rho \nabla^2 E_\rho
\]

\[
\nabla^2 (\hat{a}_\phi E_\phi) \neq \hat{a}_\phi \nabla^2 E_\phi
\]

However,

\[
\nabla^2 (\hat{a}_z E_z) = \hat{a}_z \nabla^2 E_z
\]

If we consider two different points (points A and B on fig A.1) we can see that direction of \( \hat{a}_\rho \) and \( \hat{a}_\phi \) are different while \( \hat{a}_z \) still has same direction. This means the unit vectors \( \hat{a}_\rho \) and \( \hat{a}_\phi \) cannot be treated as constants but as functions of \((\rho, \phi, z)\). So only one of the three scalar equations reduces to

\[
\nabla^2 E_z - \gamma^2 E_z = 0
\]

In the following discussion, \( \gamma \) is assumed to be real, to simplify calculation. Using the vector identity

\[
\nabla^2 \mathbf{E} = \nabla (\nabla \cdot \mathbf{E}) - \nabla \times \nabla \times \mathbf{E}
\]
Substituting for $\nabla^2 \mathbf{E}$,

$$\nabla (\nabla \cdot \mathbf{E}) - \nabla \times \nabla \times \mathbf{E} = \gamma^2 \mathbf{E}$$  \hfill (A.62)

Expanding the individual terms we get three scalar partial differential equations,

$$\nabla^2 E_\rho + \left( -\frac{E_\rho}{\rho^2} - \frac{2}{\rho^2} \frac{\partial E_\phi}{\partial \phi} \right) = \gamma^2 E_\rho$$  \hfill (A.63)

$$\nabla^2 E_\phi + \left( -\frac{E_\phi}{\rho^2} + \frac{2}{\rho^2} \frac{\partial E_\phi}{\partial \phi} \right) = \gamma^2 E_\phi$$  \hfill (A.64)

$$\nabla^2 E_z = \gamma^2 E_z$$  \hfill (A.65)

Eqns (A.63) and (A.64) are coupled (each contain more than one electric field component) second-order partial differential equations, which are the most difficult to solve. However Eq (A.65) is an uncoupled second-order partial differential equation. In each of the above equations, $\nabla^2 \psi(\rho, \phi, z)$ is the Laplacian of a scalar that in cylindrical coordinates takes the form

$$\nabla^2 \psi(\rho, \phi, z) = \frac{1}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial \psi}{\partial \rho} \right) + \frac{1}{\rho^2} \frac{\partial^2 \psi}{\partial \phi^2} + \frac{\partial^2 \psi}{\partial z^2}$$  \hfill (A.66)

$$\nabla^2 \psi(\rho, \phi, z) = \frac{\partial^2 \psi}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial \psi}{\partial \rho} + \frac{1}{\rho^2} \frac{\partial^2 \psi}{\partial \phi^2} + \frac{\partial^2 \psi}{\partial z^2}$$  \hfill (A.67)

In expanded form Eq (A.65) can be written as

$$\frac{\partial^2 \psi}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial \psi}{\partial \rho} + \frac{1}{\rho^2} \frac{\partial^2 \psi}{\partial \phi^2} + \frac{\partial^2 \psi}{\partial z^2} = \gamma^2 \psi$$  \hfill (A.68)

where $\psi(\rho, \phi, z)$ is a scalar function representing a field or a vector potential component. Using the method of separation of variables,

$$\psi(\rho, \phi, z) = f(\rho)g(\phi)h(z)$$  \hfill (A.69)

Substituting it in above equation,

$$gh \frac{\partial^2 f}{\partial \rho^2} + gh \frac{1}{\rho} \frac{\partial f}{\partial \rho} + fh \frac{1}{\rho^2} \frac{\partial^2 g}{\partial \phi^2} + fg \frac{\partial^2 h}{\partial z^2} = \gamma^2 fgh$$  \hfill (A.70)
Dividing both sides by \( fgh \) and replacing partial by ordinary derivatives,

\[
\frac{1}{f} \frac{d^2 f}{d\rho^2} + \frac{1}{f} \frac{d f}{d\rho} \frac{1}{\rho} \frac{d\rho}{d\phi} + \frac{1}{g} \frac{d^2 g}{d\phi^2} + \frac{1}{h} \frac{d^2 h}{dz^2} = \gamma^2
\]  
(A.71)

The last term on left hand side is only a function of \( z \), so in the same way as rectangular coordinates,

\[
\frac{d^2 h}{dz^2} = \gamma_c^2 h
\]  
(A.72)

where \( \gamma_c^2 \) is a constant. Substituting in above equation and multiplying both sides by \( \rho^2 \),

\[
\frac{\rho^2}{f} \frac{d^2 f}{d\rho^2} + \frac{\rho}{f} \frac{d f}{d\rho} \frac{1}{\rho} \frac{d\rho}{d\phi} + \frac{1}{g} \frac{d^2 g}{d\phi^2} + (\gamma_c^2 - \gamma^2) \rho^2 = 0
\]  
(A.73)

Now the third term on the left hand side is only a function of \( \phi \), so it can be set equal to a constant \(-m^2\).

\[
\frac{d^2 g}{d\phi^2} = -m^2 g
\]  
(A.74)

Let

\[
\gamma_c^2 - \gamma^2 = \gamma_p^2
\]  
(A.75)

Using the two substitutions, and multiplying both sides of the Eq (A.73) by \( f \),

\[
\frac{\rho^2}{f} \frac{d^2 f}{d\rho^2} + \frac{\rho}{f} \frac{d f}{d\rho} + [(\gamma_p\rho)^2 - m^2] f = 0
\]  
(A.76)

Eq (A.76) is the classic Bessel differential equation with real arguments, and Eq (A.75) is the constraint equation for the wave equation in cylindrical coordinates.

Solutions to Eq (A.72), Eq (A.74) and Eq (A.76) take the form

\[
f_1(\rho) = A_1 J_m(\gamma_p\rho) + B_1 Y_m(\gamma_p\rho)
\]  
(A.77)

or

\[
f_2(\rho) = C_1 H_m^{(1)}(\gamma_p\rho) + D_1 H_m^{(2)}(\gamma_p\rho)
\]  
(A.78)
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and

\[ g_1(\phi) = A_2 e^{-jm\phi} + B_2 e^{+jm\phi} \]  \hspace{1cm} (A.79)

or

\[ g_2(\phi) = C_2 \cos(m\phi) + D_2 \sin(m\phi) \]  \hspace{1cm} (A.80)

and

\[ h_1(z) = A_3 e^{-j\gamma z} + B_3 e^{+j\gamma z} \]  \hspace{1cm} (A.81)

or

\[ h_2(z) = C_3 \cos(\gamma z) + D_3 \sin(\gamma z) \]  \hspace{1cm} (A.82)

\( J_m(\gamma \rho) \) and \( Y_m(\gamma \rho) \) represent the Bessel functions of first and second kind respectively; \( H_{1m}(\gamma \rho) \) and \( H_{2m}(\gamma \rho) \) represent Hankel functions of the first and second kind respectively. Although Eqns (A.77) to (A.82) are valid solutions for \( f(\rho) \), \( g(\phi) \) and \( h(z) \), the most appropriate form depends upon the problem in question. Bessel functions are used to represent standing waves while Hankel functions are used to represent traveling waves. Exponentials represent travelling waves while Trigonometric functions represent periodic waves.

A.6 Bessel functions

The standard form of Bessel’s equation can be written as

\[ x^2 \frac{d^2 y}{dx^2} + x \frac{dy}{dx} + (x^2 - \nu^2) y = 0 \]  \hspace{1cm} (A.83)

where \( \nu \geq 0 \) is a real number. Another useful form is obtained by changing the variable \( x = u\lambda \) and replacing \( u \) by \( x \).

\[ x^2 \frac{d^2 y}{dx^2} + x \frac{dy}{dx} + (x^2 \lambda^2 - \nu^2) y = 0 \]  \hspace{1cm} (A.84)
When \( \nu \) is not an integer we can write the solution as

\[
y(x) = A_1 J_\nu(x) + B_1 J_{-\nu}(x) \quad \text{for } x \neq 0
\]  
(A.85)

or

\[
y(x) = A_1 J_\nu(\lambda x) + B_1 J_{-\nu}(\lambda x) \quad \text{for } x \neq 0
\]  
(A.86)

where

\[
J_\nu(x) = \sum_{m=0}^{\infty} \frac{(-1)^m (x/2)^{2m+\nu}}{m!(m+\nu)!}
\]  
(A.87)

\[
J_{-\nu}(x) = \sum_{m=0}^{\infty} \frac{(-1)^m (x/2)^{2m-\nu}}{m!(m-\nu)!}
\]  
(A.88)

\[
m! = \Gamma(m+1)
\]  
(A.89)

If \( \nu \) is an integer, then the two functions \( J_\nu(x) \) and \( J_{-\nu}(x) \) become linearly dependent i.e if \( \nu = n \) where \( n = 1, 2, \ldots \)

\[
J_n(x) = (-1)^n J_n(x) \quad \text{for } n = 1, 2, \ldots
\]  
(A.90)

As the combination of two dependent solutions of a differential equation is itself a solution, the second solution of Bessel’s function is

\[
Y_\nu(x) = \frac{J_\nu(x) \cos(\nu \pi) - J_{-\nu}(x)}{\sin(\nu \pi)}
\]  
(A.91)

with

\[
Y_n(x) = \lim_{\nu \to n} Y_\nu(x)
\]  
(A.92)

The function \( Y_0(x) \) is also called Neumann or Weber function of order zero and denoted by \( N_0(x) \). For integral values of \( \nu \), \( Y_\nu(x) \) becomes infinite at \( x = 0 \), so it cannot be present in any problem for which \( x = 0 \) is included in the region over which the solution applies. When \( \nu = n \) is an integer,

\[
y(x) = A_2 J_n(x) + B_2 Y_n(x) \quad \nu = n = 0 \text{ or integer}
\]  
(A.93)
So for all $\nu$, the general solution of Bessel’s equation in the standard form is

$$y(x) = C_1 J_\nu(x) + C_2 Y_\nu(x)$$  \hspace{1cm} (A.94)$$

or

$$y(x) = C_1 J_\nu(\lambda x) + C_2 Y_\nu(\lambda x)$$  \hspace{1cm} (A.95)$$

$J_\nu(x)$ is the Bessel’s function of the first kind of order $\nu$, $Y_\nu(x)$ is the Bessel’s function of the second kind of order $\nu$ and $\Gamma(x)$ is the gamma function.

Replacing the independent variable $x$ in Bessel’s equation by $jx$ changes the differential equation to

$$x^2y'' + xy' - (x^2 + \nu^2)y = 0$$  \hspace{1cm} (A.96)$$

which is called Bessel’s modified equation of order $\nu$. This equation has two linearly independent complex solutions $J_\nu(ix)$ and $Y_\nu(ix)$. Since they are not convenient to use, they are scaled and combined to give two real linearly independent solutions denoted by $I_\nu(x)$ and $K_\nu(x)$. These are modified Bessel functions of the first and second kinds of order $\nu$.

$$I_\nu(x) = \sum_{m=0}^{\infty} \frac{x^{2m+\nu}}{2^{2m+\nu} m! \Gamma(m + \nu + 1)}$$  \hspace{1cm} (A.97)$$

Provided $\nu$ is not an integer, the general solution of Bessel’s modified equation can be written as

$$y(x) = C_1 I_\nu(x) + C_2 I_{-\nu}(x) \quad \nu \neq 0 \text{ or integer}$$  \hspace{1cm} (A.98)$$

Usually $K_\nu(x)$ is used in place of $I_{-\nu}(x)$

$$K_\nu(x) = \frac{\pi}{2} \left( \frac{I_{-\nu}(x) - I_\nu(x)}{\sin \nu \pi} \right)$$  \hspace{1cm} (A.99)$$

In case $\nu$ is an integer, the function $K_n$ is defined as

$$K_n(x) = \lim_{\nu \to n} \frac{\pi}{2} \left( \frac{I_{-\nu}(x) - I_\nu(x)}{\sin \nu \pi} \right)$$  \hspace{1cm} (A.100)$$
The general solution of Bessel’s modified equation can be written in the form
\[ y(x) = C_1 I_\nu(x) + C_2 K_\nu(x) \]  
(A.101)
with no restriction placed on \( \nu \). When the Bessel’s modified equation is written in the form
\[ x^2 y'' + xy' - (\lambda^2 x^2 + \nu^2)y = 0 \]  
(A.102)
its general solution is given by
\[ y(x) = C_1 I_\nu(\lambda x) + C_2 K_\nu(\lambda x) \]  
(A.103)

The modified Bessel functions are related to the regular Bessel functions as
\[ I_\nu(x) = j^{-\nu} J_\nu(jx) = j^\nu J_{-\nu}(jx) \]  
(A.104)
\[ I_{-\nu}(x) = j^\nu J_{-\nu}(jx) \]  
(A.105)

Hankel functions are defined as
\[ H^{(1)}_\nu(x) = J_\nu(x) + jY_\nu(x) \]  
(A.106)
\[ H^{(2)}_\nu(x) = J_\nu(x) - jY_\nu(x) \]  
(A.107)
where \( H^{(1)}_\nu(x) \) is the Hankel function of the first kind of order \( \nu \), and \( H^{(2)}_\nu(x) \) is the Hankel function of the second kind of order \( \nu \). Since both functions contain \( Y_\nu(x) \), both are singular at \( x = 0 \). The Henkel functions are related to the modified Bessel functions as
\[ K_\nu(x) = \frac{\pi}{2} j^{\nu+1} H^{(1)}_\nu(jx) = \frac{\pi}{2} (-j)^{\nu+1} H^{(2)}_\nu(-jx) \]  
(A.108)

If the argument is complex (i.e. \( xe^{3\pi i/4} \)), we get Kelvin functions.
\[ \text{ber}_\nu(x) + j\text{bei}_\nu(x) = J_\nu(xe^{3\pi i/4}) \]  
(A.109)

The modified Bessel function of order \( \nu \) and argument \( x \) may be defined as the integral function given by
\[ I_\nu(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{x \cos \theta} \cos \nu \theta \, d\theta \]  
(A.110)
To obtain the derivatives of $I_\nu(x)$, we differentiate both sides of Eq. (A.110) with respect to $x$ to obtain

$$\frac{dI_\nu(x)}{dx} = \frac{1}{2\pi} \int_{-\pi}^{\pi} \cos \theta e^{x \cos \theta} \cos \nu \theta d\theta$$ (A.111)

$$\frac{dI_\nu(x)}{dx} = \frac{1}{2} \left[ \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{x \cos \theta} \cos(\nu + 1)\theta d\theta + \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{x \cos \theta} \cos(\nu - 1)\theta d\theta \right]$$ (A.112)

$$\frac{dI_\nu(x)}{dx} = \frac{1}{2} \left[ I_{\nu+1}(x) + I_{\nu-1}(x) \right]$$ (A.113)

Eq. (A.113) is valid for $\nu \geq 1$. For $\nu = 0$,

$$\frac{dI_0(x)}{dx} = I_1(x)$$ (A.114)

Similarly,

$$\frac{d}{dx} I_0(\sqrt{j \omega x}) = \sqrt{j \omega} I_1(\sqrt{j \omega x})$$ (A.115)

### A.7 Retarded potentials

The potential functions $A$ and $\Phi$ for time-varying fields are called the retarded potentials. The magnetic vector potential $A$ is defined in terms of the magnetic field density $B$

$$B = \nabla \times A$$ (A.116)

Substituting this in the Maxwell’s equation Eq. (A.1)

$$\nabla \times E = -\frac{\partial}{\partial t}(\nabla \times A)$$ (A.117)

$$\nabla \times (E + \frac{\partial A}{\partial t}) = 0$$ (A.118)

Eq. (A.118) says that the curl of some vector is zero, which means that the vector can be derived as the gradient of some scalar. If we assume the electric potential $\Phi$ as the scalar function

$$E + \frac{\partial A}{\partial t} = -\nabla \Phi$$ (A.119)
\[ E = -\nabla \Phi - \frac{\partial A}{\partial t} \]  

(A.120)

Substituting Eq. (A.120) in Eq. (A.3) we get

\[ -\nabla^2 \Phi - \frac{\partial}{\partial t} (\nabla \cdot A) = \frac{q}{\varepsilon} \]  

(A.121)

Replacing \( H \) by \( B \) in Eq. (A.2) and substituting Eq. (A.116) and (A.120) we get

\[ \nabla \times \nabla \times A = \mu J - \mu \varepsilon \left[ \nabla \left( \frac{\partial \Phi}{\partial t} \right) + \frac{\partial^2 A}{\partial t^2} \right] \]  

(A.122)

or

\[ \nabla (\nabla \cdot A) - \nabla^2 A = \mu J - \mu \varepsilon \left[ \nabla \left( \frac{\partial \Phi}{\partial t} \right) + \frac{\partial^2 A}{\partial t^2} \right] \]  

(A.123)

Eq. (A.121) and Eq. (A.123) can be further simplified if we define \( A \). To completely define a vector, we have to specify both its curl and divergence and its value at any one point. The curl of \( A \) is already defined, so if we choose the divergence as

\[ \nabla \cdot A = -\mu \varepsilon \frac{\partial \Phi}{\partial t} \]  

(A.124)

we can simplify Eq. (A.121) and Eq. (A.123).

\[ \nabla^2 \Phi - \mu \varepsilon \frac{\partial^2 \Phi}{\partial t^2} = -\frac{q}{\varepsilon} \]  

(A.125)

\[ \nabla^2 A - \mu \varepsilon \frac{\partial^2 A}{\partial t^2} = -\mu J \]  

(A.126)

The potentials \( A \) and \( \Phi \) are now defined in terms of sources \( J \) and \( q \) and can be used to derive the electric and magnetic fields.

For static fields the derivatives with respect to time will become zero and Eq. (A.125) and Eq. (A.126) reduce to

\[ \nabla^2 \Phi = -\frac{q}{\varepsilon} \]  

(A.127)

\[ \nabla^2 A = -\mu J \]  

(A.128)

For fields that are time-harmonic, Eq. (A.125) and Eq. (A.126) will become

\[ \nabla^2 \Phi - \varepsilon \mu \omega^2 \Phi = -\frac{q}{\varepsilon} \]  

(A.129)
\[ \nabla^2 \mathbf{A} - \varepsilon \mu \omega^2 \mathbf{A} = -\mu \mathbf{J} \]  
(A.130)
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